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Abstract: This paper deals with the stabilization problem of continuous-time nonlinear
descriptor systems. The methodological contribution is to propose a state transformation based
on a canonical controllable form, originally proposed for linear descriptor systems, such that a
feedback linearizable nonlinear descriptor model can be achieved and, consequently, the control
law design designed. The closed-loop stability is checked in the sense of the standard Lyapunov
theory. Two examples are presented to illustrate details of implementation. The concluding
remarks discuss about the effectiveness and drawbacks of the proposed strategy.
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1. INTRODUCTION

Descriptor systems, also know as singular systems or dif-
ferential/algebraic systems (Luenberger, 1978) are a class
of systems for which its dynamics can be modeled by
the descriptor state-space representation. The descriptor
system representation is able to characterize differential
algebraic equations, therefore it is able to model further
structure properties of physical phenomenons and more
general systems than the standard state-space representa-
tion (Yang et al., 2013b). As a consequence, the descrip-
tor representation is frequently used to model mechanical
systems (Blandeau et al., 2018), (Guelton et al., 2008),
robots (Schulte and Guelton, 2009) and electrical circuits
(Newcomb and Dziurla, 1989). Descriptor systems have
been investigated extensively since Luenberger (1978) in-
troduced its time-invariant case.

The feedback linearization is a technique used in control
of nonlinear systems which consists in transforming an
original system model into an equivalent one of a sim-
pler form (Slotine and Li, 1991). However, few works
investigated the application of feedback linearization in
nonlinear descriptor systems. Kawaji and Taha (1994)
deals with this problem in a specific class of descriptor
systems, without using a state realization method. Boukas
and Habetler (2003) presents exact feedback linearization
with state derivative feedback applied to control of a field-
oriented induction motor. In Spong (1994) is presented a
partial feedback linearization for underactuated mechani-
cal system which can be written as descriptor systems. In
Xiaoping (1993) is presented how the exact linearization
of nonlinear descriptor systems can be performed by using
a change of state coordinates. Although these works have

investigated transformations in the context of descriptor
systems, there is not still a count part for presenting
conditions for designing nonlinear controllers per si.

Motivated by the lack of investigation about the feedback
linearization of descriptor systems and its control design,
this work proposes to use a change of state coordinates for
get a feedback linearizable nonlinear descriptor model. The
obtained model has a specified controllable form with cer-
tain properties and the proposed control law is obtained in
a follow up way along the process of transformation. Also,
the conditions to use the transformations are presented
and the stability of the closed-loop system is validated af-
ter the controller design. Examples of application illustrate
the process how the control law is obtained and numerical
simulations show its effectiveness.

The paper is organized as follows: in Section 2 is presented
the notation and the theoretical foundation around the
technique of feedback linearization presented in Section 3.
Numerical application examples of the proposed method
are presented in Section 4 with discussions of the results.
Discussions and relevant questions are stated in 5. Finally,
Section 6 concludes this work.

2. PRELIMINARIES AND NOTATION

This work deals with continuous-time nonlinear descriptor
models of the form:

E (x(t)) ẋ(t) = A (x(t))x(t) +B (x(t))u(t) (1)

where E(x(t)) ∈ Rn×n, A(x(t)) ∈ Rn×n, B(x(t)) ∈
Rn×m, x(t) = [x1, . . . , xn]

T ∈ Rn is the descriptor vector,

u(t) = [u1, . . . , um]
T ∈ Rm is the input vector. The
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matrix E(x(t)) can be singular (Luenberger, 1978), it
is smooth with respect to x and it has constant rank.
The uniqueness and existence of solutions for system
(E(x(t)), A(x(t)), B(x(t))) is guaranteed if det(λE−A) 6=
0 for some λ ∈ C and, then the pair (E,A) is regular (Dai,
1989). According Yang et al. (2013a), a regular descriptor
system can present impulsive jumps in its response which
are undesirable and could completely destroy the system.
The existing solution is impulsive-free if deg(det(λE −
A)) = rank(E), for any initial condition. From this point,
the time t argument of the signals is omitted.

A nonlinear descriptor system of the form in (1) can be
written as

E(x)ẋ = w(x, u) = f(x) + g(x)u (2)

where f(x) and g(x) are smooth with respect to x and u,
respectively. In order to have a set up for transform the
form of this system, we introduce the following definition:

Definition 1. (Xiaoping, 1993). A system as in (2) is said
to be state-equivalent at x0 to the system of the form

E′(z)ż = w′(z, u) (3)

if there exist an open neighborhood D of x0, a nonsingular
matrix function P (x) and a diffeomorphism z = T (x),
T : D → T (D), such that

P (x)E′(T (x))
∂T (x)

∂x
= E(x) (4a)

P (x)w′(T (x), u) = w(x, u) (4b)

2.1 Useful Controllability results

Consider a linear descriptor system of the form

Eż = Az +Bv (5)

with z ∈ Rn and v(t) ∈ Rm. Thus the following lemmas
are useful.

Lemma 2. (Helmke and Shayman (1989)). A system
(E,A,B) in (5) given as the standard form in (6) is
controllable if and only if the subsystems (A1, B1) and
(A2, B2) are controllable.

ż1 = A1z1 +B1v (6a)

A2ż2 = z2 +B2v (6b)

where A2 is nilpotent, B1 ∈ Rr×m and B2 ∈ R(n−r)×m.
z1 ∈ Rr and z2 ∈ R(n−r) are divisions of state vector z and
r , deg det(λE −A).

The form in (6) is called standard decomposition and
the subsystems (6a) and (6b) are called slow and fast
subsystems, respectively.

Lemma 3. (Xiaoping (1993)). Any controllable linear de-
scriptor system of the form in (5) with rank(B) = m is
state-equivalent to the system (6) in the canonical form:

A1 =

A11 . . . A1m

...
. . .

...
0 . . . Amm

 B1 = diag(b1, . . . , bm) (7)

A2 =

Â11 . . . Â1m

...
. . .

...

0 . . . Âmm

 B2 = diag(b̂1, . . . , b̂m) (8)

with the following elements,

Aii =


0 . . . 0 c1ii
1 . . . 0 c2ii
...

. . .
...

...

0 . . . 1 cKi
ii


Ki×Ki

i ∈ {1, . . . ,m}

Aij =


0 . . . 0 c1ij
0 . . . 0 c2ij
...

. . .
...

...

0 . . . 0 cKi
ij


Ki×Kj

i, j ∈ {1, . . . ,m} e i < j

Âii =


0 . . . 0 0
1 . . . 0 0
...

. . .
...

...
0 . . . 1 0


Li×Li

i ∈ {1, . . . ,m}

Âij =


0 . . . 0 d1ij
0 . . . 0 d2ij
...

. . .
...

...

0 . . . 0 dLi
ij


Li×Lj

i, j ∈ {1, . . . ,m} e i < j

bi =

1
...
0


Ki×1

b̂i =

1
...
0


Li×1

where ckij and dkij are real numbers. Ki ∈ N and Li ∈ N are

controllability indices 1 of the slow and fast subsystems,
respectively, with K1+· · ·+Km = r e L1+· · ·+Lm = n−r.

3. METHOD

Based on the definitions of canonical linear descriptor
systems described in Lemmas 2 and 3, we can state that a
controllable linear descriptor system could have the form:

Ecż = Acz +Bcv (9)

with the following structures for the matrices:

Ec =

[
Ir 0r,(n−r)

0(n−r),r A2

]
Bc =

[
B1

B2

]
Ac =

[
A1 0r,(n−r)

0(n−r),r I(n−r)

]
(10)

We propose a simpler form for nonlinear descriptor sys-
tems as in (1) in the following definition:

Definition 4. (Normally feedback linearization). Consider
a system in the form (2), where E(x), f(x) and g(x) are
continuously differentiable in domain D. (2) is said to be
normally feedback linearizable if it is state-equivalent to a
system in the form:

Ecż = Acz +BcΓ(x)[u− α(x)] (11)

with Ec, Ac and Bc defined in (10) and Γ(x) ∈ Rm×m is
nonsingular for all x ∈ D and α(x) ∈ Rm×1.

1 Also called Hermite indices. Let (A,B) be a controllable system
of order n and let b1, . . . , bm denote colums of B. Delete in the
controllability matrix of (A,B), while going from left to right, all
vectors Akbl which are linearly dependent on the set of all previous
vectors. The remaining vectors

TAB , (b1, . . . , A
(K1−1)b1, . . . , bm, . . . , A(Km−1)bm)

form a basis of the space Cn with nonnegative integers K1, . . . ,Km

satisfying K1 + · · · + Km = n. This set of numbers are called
controllability indices of (A,B) (Helmke and Shayman, 1989).
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Thus, considering the normally feedback linearizable sys-
tem as in (11), the following control law reduces the orig-
inal system to a linear descriptor system as in (9):

u(t) = Γ−1(x)v(z) + α(x) (12)

where v(z) is the control law for the linear system in the
new state coordinate z. The closed-loop of system (1) with
control law as in (12) can be written as

E (x) ẋ = A (x)x+B (x) Γ−1(x)v(z) +B (x)α(x) (13)

Now, the main proposition can be presented.

Proposition 5. A nonlinear descriptor system as in (2) is
normally feedback linearizable if, and only if, there exists
a diffeomorphism T : D → Rn such that Dz = T (D)
contains the origin, and the change of variables z = T (x)
and a nonsingular matrix P (x) ∈ Rn×n that transform the
system (2) into (11) according with Definition 4, such that

Ec
∂T (x)

∂x
= P (x)E(x) (14a)

Acz −BcΓ(x)α(x) = P (x)f(x) (14b)

BcΓ(x) = P (x)g(x) (14c)

Proof. The necessity come from Definition 4. By (11) we
have:

Ecż = Acz −BcΓ(x)α(x) +BcΓ(x)u

Ec
∂T

∂x
ẋ = AcT (x)−BcΓ(x)α(x) +BcΓ(x)u (15)

then, if (11) is state-equivalent to (2), follows from Defini-
tion 1:

P ′(x)E′(T (x))
∂T (x)

∂x
= E(x)

P ′(x) (AcT (x)−BcΓ(x)α(x) +BcΓ(x)u) = f(x) + g(x)u

thus, P ′(x) have inverse and we can write P ′(x)−1 = P (x).
Multiplying both sides by P (x), we have (14).

For sufficiency, suppose that T (x) is a smooth solution for
(14) and P (x) and ∂T/∂x are nonsingular. Then one can
select z = T (x) as a state-coordinate transformation and
(2) can be written as (11). This concludes the proof. 2

Before using the conditions presented in (14), one must
define Ec, Ac and Bc which must be chosen such that the
obtained system (Ec, Ac, Bc) be regular and impulsive-free
as the original system (1). Thus rank(Ec) = rank(E(x)) =
r has to be assured. The parameters r, n and m define a
controllable linear descriptor system using the structures
presented in Lemma 3. The controllability indices and the
numbers can be choosed arbitrarily. If ckij = 0 and dkij = 0,
the conditions presented in (14) are more easier to solve,
however their choice is also arbitrary.

The application of Proposition 5 generates a differential
and algebraic equations system which must be solved to
obtain Γ(x), T (x) and α(x). This parameters are used
to compute the control law (12) applied to linearize and
stabilize the system. The singularity of P (x) and Γ(x)
could be an indicator for the domain of attraction of
the closed-loop system. T (x) could be confirmed as a
local diffeomorphism with the Inverse Function Theorem
presented below:

Theorem 6. (Kass and Vos, 1997). Let D be open in Rn

and T : D → Rn be a smooth function. If for x0 ∈ D, the
derivative matrix of T , dT , is of full rank n, then there exist

and open neighborhood U of x0 such that T is injective
mapping of U onto its image T (U) and its inverse mapping
T−1 is a smooth function on f(U). In this case, the
derivative of T−1 at y0 = T (x0) is dT−1(y0) = (dT (x0))−1,
that is, it is the inverse of the matrix dT (x0).

As a consequence of Theorem 6, a function is a local
diffeomorphism if its Jacobian is nonsingular.

Thus, we are able to design the control law v(z) in the
linear system in (9) via any linear control design technique.
For example, one can perform a finite pole allocation in the
left half of the complex plane with a state feedback control
law v(z) = −Kz for the transformed system ensuring
Re (λ) < 0 for the roots of (Yang et al., 2013b):

det(λEc − (Ac −BcK)) = 0 (16)

The stability of the nonlinear closed-loop descriptor sys-
tem as (13) can be checked using the following theorem.

Theorem 7. (Yang et al., 2013a). Suppose that there ex-
ists a function V (y) : R → R+ with y = Ex, satisfying
the following properties:

(1) V (0) = 0;
(2) V is continuously differentiable in Rn and twice

continuously differentiable in a neighborhood of the
origin;

(3) V (y) > 0,∀y 6= 0;
(4) lim‖y‖→∞+ V (y)→ +∞;

(5) (∂/∂y)V = V̂ T (x)E for some function V̂ : Rn → Rn;

(6) V̇ = V̂ T (x)f(x) < 0,∀x 6= 0;

(7) ET V̂x = V̂ T
x E ≥ 0, where V̂x denotes the Jacobian of

V̂ ;

then the system (2) is globally asymptotically stable of
index one 2 .

The proposed controller design procedure and its applica-
tion can be stated as:

(1) Choose Ec, Ac and Bc according with Lemma (3) and
(10). This choice may not to be unique.

(2) Solve the equations given in Proposition 5 to obtain
T (x), Γ(x), α(x) and P (x) if the number of vari-
ables are less than the number of equations to solve.
Otherwise, this procedure do not is applicable to the
problem.

(3) Check if T (x) is a local diffeomorphism by using
Theorem 6 and the singularity of P (x) and Γ(x).

(4) Design a linear control law v(z) for the system
(Ec, Ac, Bc) as in (9), according your design require-
ments.

(5) Check the stability of the closed-loop nonlinear sys-
tem as in (13) with Theorem 7.

(6) Apply the control law (12).

2 According to Yang et al. (2013a), a system as in (2) is of index
one if the constant coefficient system

Eẇ = fx(x̂)w

is regular and impulse-free for all x̂ in a neighborhood of the
equilibrium point x = 0 where fx is the Jacobian matrix.
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4. NUMERICAL EXAMPLES

4.1 Example 1

Consider a nonlinear descriptor system as described in (1):[
1 0
1 x22 + 1

]
ẋ =

[
0 1
2 x2

]
x+

[
0
1

]
u (17)

Notice that the matrix E(x) is regular and positive definite
for all x.

First, in order to apply the proposed methodology, we
define a controllable linear descriptor system as in (9) by
choosing Ec, Ac and Bc according to Lemma 3. In this
case, we have for n = 2, m = 1 and r = 2:

Ec =

[
1 0
0 1

]
, Ac =

[
0 0
1 0

]
and Bc =

[
1
0

]
. (18)

where c111 = cK1=2
11 = 0.

Applying the Proposition 5, we obtain the following pa-

rameters with P (x) =

[
−(x22 + 1)−1 (x22 + 1)−1

1 0

]
:

Γ(x) =
1

x22 + 1

α(x) = x2 − 2x1 − x22 (19)

T (x) =

[
T1(x) = x2
T2(x) = x1

]
which transform the system (17) according with (11). By
Theorem 6, T (x) is a local diffeomorphism.

Allocating the finite poles of the resulting linear descriptor
system as described in (9) at −2± 3j by solving (16), we
have the following state feedback control law:

v(z) = − [4 13] z (20)

At this point, we have all the elements that define the
nonlinear control law (12), which is defined, in this case, by
the parameters presented in (19) and (20). It is concluded
that the system (17) is normally feedback linearizable as
in (11) with data given in (18) and (19).

The Theorem 7 can be used to check the stability of closed-
loop system as in (13). The following function candidate
satisfies all the necessary conditions to conclude that
global asymptotically stability in the sense of Lyapunov
holds.

V1(Ex) = xTE(x)TWE(x)x = xT
[
17 1
1 1

]
x (21)

The results of a simulation of closed-loop of (17) with

control law as in (12) and an initial condition x0 = [3 −2]
T

are depicted in Figure 1. As expected by the choice of the
finite poles, we have under damped trajectories for the
state x. The evolution of the proposed Lyapunov function
V1(Ex) is presented in Figure 2.

4.2 Example 2

Consider the following nonlinear descriptor system adapted
from Lin et al. (2006) and described as in (1):[

1 0 0
0 1 0
0 0 0

]
ẋ =

[
0 1 0

0 0 (ax2
2 + 1)

c −bx2
2 (−1 − a cos(x1))

]
x +

[
0 0
0 d
d 0

]
u (22)

with a = 0.1, b = −0.1 and c = d = 1.

0 1 2 3 4 5

Time [s]

-6

-5

-4

-3

-2

-1

0

1

2

3

x 
[u

.m
.]

x
1

x
2

(a) x(t)

0 1 2 3 4 5

Time [s]

-400

-300

-200

-100

0

100

200

300

u 
[u

.m
.]

u

(b) u(t)

Figure 1. Trajectories for the closed-loop system (17) with
the control law u as in (12) with parameters in (19)

and (20) for initial condition x0 = [3 − 2]
T

.

0 1 2 3 4 5

Time [s]

0

50

100

150

V
 [u

. m
.]

V

Figure 2. Evolution in time of (21) for initial condition

x0 = [3 − 2]
T

of system (17) in closed-loop.

By Lemma 3 and according (10), we have for n = 3, m = 2
and r = 2:
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Ec =

[
1 0 0
0 1 0
0 0 0

]
, Ac =

[
0 −1 0
1 0 0
0 0 1

]
and Bc =

[
1 0
0 0
0 1

]
.

where c111 = −1 and cK1=2
11 = 0.

Then, applying Proposition 5 we obtain:

Γ(x) =

[
1 1
1 0

]
α(x) =

[
−x1 − 0.1x32 + 0.1x3 cos(x1)

−0.1x22x3 − x1

]
(23)

T (x) =

[
T1(x) = x2
T2(x) = x1
T3(x) = −x3

]
with

P (x) =

[
0 1 1
1 0 0
0 0 1

]
By its Jacobian matrix we prove that T (x) is a local
diffeomorphism, according with Theorem 6.

Thus, if we choose the closed-loop poles as λ1 = −1 and
λ2 = −2 for the linear system, by (16) we have:

v(z) = −Kz = −
[
4 2 1
1 1 2

]
z (24)

Then the system Σ2 is normally feedback linearizable
by the nonlinear control law as in (12) with (23) and
(24). In the same manner as Example 1, one can use the
Theorem 7 to check the stability of the closed-loop system
which have the form of (13). The function candidate
(25) satisfies all the necessary conditions to conclude that
global asymptotically stability in the sense of Lyapunov
holds.

V2(y) = yT

[
2 0.5 0

0.5 1 0
0 0 0

]
y (25)

Figure 3 depicts the trajectories of the system (22) with
the designed closed-loop with the initial condition x0 =

[1.2 − 0.8 0.4]
T

. Figure 4 depicts the evolution of (25)
according with the trajectories presented in Figure 3.

5. FURTHER DISCUSSIONS

The proposed method depends on the solution of a differ-
ential and algebraic equation system defined by (14). The
number of variables to find depends on the order of the
state vector n and the number of inputs m in (1).

The process to solve the equations in (14) requires to guess
some parameters, which implies that we could have infinite
solutions that linearize the system. However, the integra-
tion steps to solve the differential parts bring difficulties
and may prevent to get a batch solution.

If a solution is found, the controller design takes advantage
of all the design facilities of a linear controller. It is possible
to define the settling time and the percent overshoot, and
if the solution is global, there is no sensitivity of these
parameters to the initial conditions.

With m = 1, n > 2 and rank(E(x)) = n, the number
of variables are less than the number of equations to
solve. Then, in this case, the proposed transformation of
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0.5
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x 
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. m
.]

x
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x
2

x
3

(a) x(t)
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0
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0.4

u 
[u

. m
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u
1

u
2

(b) u(t)

Figure 3. Trajectories for the closed-loop system (22) with
the control law u as in (12) with parameters in (23)

and (24) for initial condition x0 = [1.2 − 0.8 0.4]
T

.

0 2 4 6 8 10

Time [s]

0

0.5

1

1.5

2

2.5

3

V
 [u

. m
.]

V

Figure 4. Evolution in time of (25) for initial condition

x0 = [1.2 − 0.8 0.4]
T

of system (22) in closed-loop.

Proposition 5 does not exist, because the process implies
to obtain some variables in not a unique way.
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6. CONCLUSIONS

This paper has proposed one method of feedback lin-
earization for nonlinear descriptor systems. We present
conditions for transform the system and design a control
law that linearizes and stabilizes the system. Numerical
examples have been presented to illustrate the effectiveness
of the proposed method. Future works include to study the
solvability of differential and algebraic equations as in (14)
generated by the conditions proposed.
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