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Abstract— This paper investigates the robust synchronization of lembighaotic systems based on rohustcontrol techniques
and its application in an information transmission experitn From recent results of the literature, a design metlggidas been
proposed to deals with the synchronization of a class ofd_diScrete time systems. Practical experiments are pessenbrder
to emphasize the design methodology effectiveness anditdateits implementation.

Keywords— chaotic systems, synchronizatior,, control, linear matrix inequalities (LMIs).

Resumo— Este trabalho investiga a sincronizacéo robusta de sistearsticos acoplados com base em técnicas de controle
robusto#, e a sua aplicagdo em um mecanismo experimental de transnues@formacéo. A partir de resultados recentes
da literatura, uma metodologia de projeto foi proposta pratar da sincronizagdo de uma classe de sistemas de Lwetapmt
discreto. Experimentos praticos séo apresentados patzenfa efetividade da metodologia de projeto propostdigavea sua
implementacéo.

Keywords— sistemas caoticos, sincronizacao, contrale desigualdades matriciais lineares (LMIs).

1 Introducédo Neste trabalho uma metodologia de projeto sis-
tematica sera desenvolvida para tratar do problema de
Motivados pelos resultados apresentados por Louissincronizagdo de uma classe de sistemas Lur'e a tempo
Pecora e Thomas Carroll em seu artigo seminal,discreto. Esta metodologia de projeto inspira-se na
(Pecoraand Carroll, 1990), que mostrava a viabilidadeconcatenagéo das principais idéias apresentadas na li-
de se sincronizar circuitos osciladores com comporta-teratura (Millerioux and Daafouz, 2001), (Mendes and
mento dinamico cagtico, diversos trabalhos foram de- Billings, 2002) e (Aguirre et al., 2005) e consiste, basi-
senvolvidos ao longo dos Ultimos anos contemplandocamente, em etapas que envolvem identificac&o e esti-
o tema de sincronizagdo de sistemas cadticos. magao paramétrica de sistemas, discretizag&o, formu-

Entende-se por sistemas caéticos uma classe déa¢ao de um problema de reconstrucéo de estados e,
sistemas nao-lineares que apresentam extrema serOr fim, a aplicacéo de técnicas de controle robusto
sibilidade a sua condicdo de inicializacdo. Nestes*~ em formulacdes por desigualdades matriciais li-
sistemas, o comportamento dinamico é de dificil neares — LMls.

predicdo a partir do ponto inicial e a sincronizacéo Com o objetivo de ilustrar a efetividade da
ocorre a medida que, por exemplo, dois sistemas Caétimetodologia de projeto proposta, resultados expe-
cos séo forcados a seguirem a mesma trajetoria no esimentais serdo apresentados neste trabalho, con-
paco de estados. siderando o problema de transmiss&o de informag&o.
A sincronizagdo de sistemas cadticos encontraOs experimentos foram realizados em uma plataforma
aplicacdo em diversas areas da fisica, da biologia e ddaboratorial baseada no circuito oscilador de Chua
engenharia. Certamente, em um primeiro momento da(Matsumoto, 1984). A comunicagéo sera realizada
histéria, as aplicagdes voltadas & mecanismos de cocom base no principio de transmisséo de informagao
municagdo foram as que mais motivaram os estudogapresentado em (Torres and Aguirre, 2004), através da
em sincronizacéo de sistemas cadticos. sincronizag&o de circuitos osciladores de Chua acopla-
dos. O teste de transmissdo de informacgado servira

Diversas técnicas para sincronizacdo de sis- . o ) .
temas cadticos foram propostas na literatura (veja emcomoum indice de_ verificagéo de qualidade do sincro-
(Pecora et al., 1997) um apanhado de algumas destadiSmo robusto obtido pela abordagem proposta neste
técnicas e suas aplicacdes). Atualmente destacamt—rabalho'
se trabalhos relacionados a sincronizacao de sistemas A secdo 2 apresenta uma proposta de metodolo-
cadticos desenvolvidos com base na aplicagdo de técgia de projeto para sincronizacdo de sistemas caéticos
nicas da Teoria de Controle Robusto (Millerioux and e uma abordagem para sincronizacdo robusta de uma
Daafouz, 2003), (Jiang and Zheng, 2004), (Ji et al., classe de sistemas Lur’'e a tempo discreto. A se¢éo 3
2006). desenvolve uma aplicacdo experimental de transmis-
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sdo de informacgdo para evidenciar a efetividade da  Definindo o erro de sincronizacdo como a dife-
metodologia de projeto apresentada. A se¢do 4 aprerenca entre os estados dos sistemas mestre e escravo,
senta a concluséo do trabalho. g = X' — X¢, e assumindo uma lei de contralg=
L(pk) (Y§' — ¥§), ondeL(pk) € R™™ representa uma
matriz de ganhos de sincroniza¢éo, pode-se investi-
gar a sincronizacao entre 0s sistemas mestre e escravo
2.1 Metodologia de Projeto através do sistema de erro de sincroniza¢do usando a

) ) ) definicdo do erro de sincronismo:
A metodologia de projeto para solucionar o pro-

blema de sincronizagéo caodtica consiste em trés pas-
S0s. Primeiramente,gos parametros que caracterigam B2 = (AlPK) — L(Pw)C)ex )

os modelos dos sistemas caoticos deverao ser estima- A sincronizagio global entre os sistemas mestre e
dos. Em seguida, caso seja necessario, deve-se obt@iscravo é assegurada para qualquer estado infgial
um modelo discreto que represel_"nte de forma flt_al Ose a condicdo de convergéncia

modelo continuo no tempo. Por fim, deve-se aplicar
a abordagem desenvolvida neste trabalho para a sin-
cronizacao robusta de sistemas caéticos.

Para a estimacdo dos pardmetros dos modelos -
sugere-se a aplicacéo das abordagens apresentadas &de ser verificada, sendo quie]|
(Aguirre et al., 2005) ou (Sitz et al., 2004), onde Euclidiana. . _
os parametros dos sistemas sdo estimados, recursiva- A dificuldade em se estabelec_er con_dm;ﬁes gerais
mente, através de um algoritmo baseado no filtro dePara & solucéo do problema de sincronizagao global
Kalman uncented — UKF. Estas abordagens de esti-de sistemas cadticos tem conduzido as investigaces
magao provaram ser bastante eficientes, mesmo parf€Sté tema a tratarem sistemas de estrutura particu-
os casos de identificacio de sistemas nao-lineares - UM sistema muito investigado na literatura para
partir de massas de dados corrompidas com ruido. ~ €St€ Proposito € o sistema Lur'e. Diversas abordagens

Em (Mendes and Billings, 2002) é apresen- COMO (Bowong et al., 2004), (Liao and Chen, 2003),
tado um método para discretizacao de sistemas naolSuykens etal., 1999) e (Suykens et al., 1997) foram
lineares. Este método de discretizacdo é eficientedPresentadas para tratar da sua sincronizagao.
ao garantir no sistema discretizado a preservagdo dos Nesta perspectiva, este trabalho contemplara in-
pontos fixos originais do sistema continuo e a recons-vestigacdes a cerca da sincronizacao de uma classe de

trucdo da sua dindmica, mesmo para uma ampla faixeSistemas Lur'e a tempo discreto que podera ser repre-
de valores de tempo de integragéo. sentada através de descrigdes locais no espaco de esta-

dos. Esta descricédo é adequada a aplicacéo de técnicas
difundidas na Teoria de Controle Robusto. Considera-
se que os sistemas nao-lineares poderdo ser represen-
Considere um esquema de sincronizagéo constituiddados em uma configuracao linear por partes, onde o
de sistemas néo-lineares a tempo discreto com tranespaco de estados sera particionadd\enegidesR;
siches de estados e saidas descritas por: de modo quéJ ; R C R". A cada instante de temo

o0 vetor de estadog visitara uma regia&;, que estara

associada a um Unico conjunto de matrizes constantes

2 Desenvolvimento

k|im | & |=0, Veo€eR" (4)

representa a norma

2.2 Esquema de Sincronizacdo Mestre-Escravo

X1 = AlPX + B(ox) Bel
Mestre { . 1) A, Bieb.
W =Cx
X1 = A(Pk)XE+B(pi) + U 2.3 Sincronizacdo Robusta,.
Escravo ye=CxX (2) Considere um cenario onde o sistema mestre possa
—

sofrer a interferéncia de sinais exégemgsc RY em

ondex™® € R" ex™ € R" denotam os vetores de es- Su@ dinamica e na saida medida:
tado nos instantes de tempo discileék+ 1, respecti-

vamentd. y;*® € R™ denotam os vetores de saida me- X — AXT 4 B+ Exw

dida.ux € R" denota o vetor de controle de sincroniza- Mestre k1 = A% B EWk )
gfio. A(px) € R™" representa a mgtriz dinémicq do Yy = X+ Diw

sistema,B(px) € R" € um termo afimC € R™" é

a matriz de saida px € RP o vetor de parametros, ondeE; € R™4 e D; € R™ representam matrizes de

fungéo do tempo. _ _ ~ ponderagéo.

O sincronismo € uma condi¢do obtidaquandossis-  Neste contexto ruidoso, a sincronizagao entre 0s
temas dinamicos descrevem, simultaneamente, UM&jstemas mestre e escravo pode ter o seu desempenho
trajetdria comum no espaco de estados. degradado. Em um pior caso, a sincronizacéo podera

10s subscritosity e ‘e denotam os sistemasestree escravo  S€T inviabilizada em fungao da presenca destes sinais
respectivamente. exogenos.
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A determinacdo de uma lei de contralg que
garanta a sincronizagao entre 0s sistemas mestre e es- V(g p) = EI Spek 9)
cravo e que seja robusta (insensivel) a interferéncias
ruidosas torna-se fundamental. comS;, - 0.

O teorema apresentado na sequencia tratard do A estabilidade e o desempenhi do sistema de

problema de sincronizagéo de sistemas cadticos emyrro (6) podem ser alcancados se o sinal da fungdo
um contexto ruidoso. Este teorema esta fundamentad@uadratica:

no conceito de estabilizacao robusta do sistema de
erro (3) reescrito como:

V(eki1,]) — V(e i) + 2z — YWpwe <0 (10)

&k+1 = (A — LiC)ex + (Ej — LiDj)wi N o
Erro (6) pode ser verificado para todq j) € {1---N}, & €

7 = Cex + Dwy R", wyg € R™ndo-nulo e um dado nivglde atenuacdo
sendo que € R" denota um vetor de ponderagéo do de disturbioso».
erro de sincronizacdo@ € R™*" e D € R"*9 repre- Aplicando (8) e (9) em (10) segue:
sentam matrizes de ponderacéo. . . . .
O indice de desempenho robusto normapode (Aex+ BiWk)TSj (Ajex+ Biwg) — e{Ssk

ser determinado através do limitante supegiaio

ganho induzidd, definido como: 7z YW wi < O, (11)
122 <y (7 gue pode ser representado na notagéo matricial:
wizo | W l2
onde|| - ||2 corresponde & nornta. N TA & 0 12
Este ganho corresponde a razéo entre a energia de Wi Wi < (12)

um sinal de ponderag¢édg associado a informagéo do

erro de sincronizacao e a energia do sinal de distirbios

ex6genosw'. A_| ASA-S+CTC ATSB+CTD
O problema de sincronizacao cadtica pode ser for- * — [ BISA+D'C BISB -y +D'D }

mulado como um problema de estabilizacao robusta

do sistema de erro de sincronizacao (6). Aplicando o Complemento de Schur em (12)
O teorema que se segue fornece condi¢des sufipptém-se:

cientes para que as matrizes de ganho de sincronizacao

L; possam ser obtidas.

_ S|A SiB;
Teorema 1 Considere o sistema de erro (6). Se exis- A-TSJ' -5+CTC c™D <0 (13)
tirem matrizes simétricas S 0, S > 0, matrizesV e |—5’iTSj DTC —VI+D™D
F e um escalay > 0 que solucionem o problema de
otimizacao: o )
Definindo uma variavel de relaxacéce R™" tal
minimizar y queV =VT = S;j (veja (de Oliveira and Skelton, 2002)
sa: para detalhes), e multiplicando (13) & esquerda e
S-VT -V VA-FC VE-FD; a direita pela transformacéo de similaridadiag {
AVT —cTRT  -5+CTC ¢’ 1 <0 VS t1,1}, segue:
E'VI-DJFT D'€  —I+D'D
v(i,j) € {1---N} S-VT—-V  VA-VLC VE-VLD
3 _ L AIVT —cTLIVT  —§+CTC ¢ | <o
entdo o ganho de sincronizagdo € dado per=L ETVT —DILTVT BTE I +DBTH

V~IF. Além disso, o nivel de atenuacéo de distur-
bios #. da entrada w para a saida de ponderagéo

do erro de sincronizagag.zcorresponde ao valoy. Por fim, procedendo com a mudanca de variaveis

Demonstragio: Reescreva o sistema de erro (6) linearizante: VL ~ F; obtém-se as restricGes
como: matriciais do problema de otimizag&o. ad
&1 = Agi + Biw Nota 1: Considerando que o problema de otimiza-
2 = Gy + Dwie (8) céo p_ode ser rgescrito como um pro_blema convexo
descrito por desigualdades matriciais lineares — LMIs
senddd = (A — LiG), Bi = (E —LiDy). (considere minimizar uma variavél= y? e, posteri-
Considere a funcgéo de Lyapunov dependente deormente, fazey = 1/3), 0 menor nivey de atenuacéo
parametro: de disturbios#., pode ser obtido.
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3 Aplicagéo y™(t) é o sinal escalar correspondente a série tempo-
ral a ser transmitidar(t) € o sinal de ruido que pode
Nesta se¢éo serdo apresentados resultados experimeoerromper o sinal transmitido.
tais obtidos com a aplicacdo da abordagem desen- O circuito nhomeado ‘receptor’ compreende um
volvida neste trabalho para tratar da sincronizagdo ro-circuito oscilador cadtico de Chua completamente
bustas(., de sistemas caoticos. acessivel para o controle através dos singi$ do
O problema de transmiss&o de informac&o sera in-controlador.

vestigado com base na metodologia de projeto pro-  Analogo ao transmissor, o sistema receptor tem
posta e no principio de transmissdo de informagdosua dinamica governada pelo seguinte conjunto de
via controle - ITVC - apresentado em (Torres and equagdes diferenciais:
Aguirre, 2004).

Uma plataforma laboratorial ~denominada LA (1) ey (D-ver ()

PCChua ser4 considerada para a implementacéo dog C1—dt— = R —la(Vg; (1) + t(t)

experimentos de transmisséo de informacdo. Para oS C;"VCE(U _ Yo (Vs (¥ (1) + up(t)

detalhes construtivos e operacionais da plataforma di% R ) -

PCChua veja (Torres and Aguirre, 2005). L=~ = —Vgg(t)—r{if(t) +us(t)
: (m3 —m) (Ve +Bpl—Ive: —Bpl)
ig(ver = MmiVcr + 1 1

3.1 Transmiss&o de Informacéo a(Vey) MoV 2

. . o ~ L YA = V()
Considere o mecanismo de transmisséo de informacao (15)

exibido na figura 1, composto de dois circuitos os-
ciladores caéticos de Chua (Matsumoto, 1984) em um
acoplamento unidirecional.

sendo qu€r, C;, L*, R*, rL*, mp, mj e B compreen-
dem os parametros do circuito receptor(t), ua(t),
us(t) sdo sinais escalares de controlf@) é o sinal
de saida medida do circuito receptor.

] — RQ'Q;,:C; O principio ITVC estabglece que 9ua}Iune_r con-
= % 38 _LcééL trolado_r que garanta uma sincronizagéo idéntica, ou
% n i quase-idéntica, entre os circuitos osciladores transmis-
u3(t) sor e receptor, pode ser visto como um circuito de de-
modulacdo para o sinal de informacgdo que foi inje-
Figura 1: Sistema de comunica¢éo unidirecional. tado na dindmica do sistema transmissor. Desta forma,
se o controlador garantir a sincronizagéo dos sistemas

- o 7 ~ fransmissor e receptor, entéo o sinal de contig{e
Neste mecanisrig NEFTSINISSE0, a mformagaocorres ondera ao sF?naI de informad;@@ademoduil)géo
a ser transmitida(t) é injetada no circuito oscilador P

caotico de Chua nomeado ‘transmissor’, perturbandoatraves i Rgaoge Sgatrole.
aditivamente o seu campo vetorial. Matematicamente, L . i
esta perturbacdo corresponde a uma modificacio nas-2 Aplicacdo da Metodologia de Projeto

equagdes diferenciais que governam a dinamica dog primeiro passo da metodologia de projeto consiste
sistema oscilador. Um sinal escaldf(t) € tomado 3 identificacdo dos parametros que caracterizam o
como sinal a ser transmitido, servindo tanto para 0 gjstema de comunicacdo mostrado na figura 1. Apli-
proposito de transportar a informagdo, quanto parasando a abordagem apresentada em (Aguirre et al.,
servir de referéncia para a sincronizac¢do do circuito 2005), onde os parametros do sistemas s&o estimados
de recepcéo. Este sinal podera ser corrompido pelgecursivamente através de um algoritmo baseado no
influéncia de ruidog(t) no canal de transmiss&o. Filtro de Kalman Uncented — UKF, obteve-se os valo-
O sistema transmissor pode ser representadges |istados na tabela 1 para os parametros do circuito

matematicamente pelo seguinte conjunto de equac¢6egscilador de Chua da plataforma PCChua.
diferenciais que governam sua dinamica:

i

[ Parametros| Valores || Pardmetros| Valores |

R 1673 r 0Q

GGl = Ul e, ) +i) G |mmear | m | -osoims
CZdvfﬁ(t) _ vCl(U;sz(t) il L 52.28H Bp 174V

L%Et) = —Vg,(t) —rLiL(t) Tabela 1: Pardmetros estimados para o circuito os-

cilador da plataforma PCChua

ig(ve,) = move, + (ml—rrb)(\VC1+zBp\—\VCl—BpD _ _ .
O segundo passo da metodologia consiste na dis-
ym(t) = vg, (t)+n(t) cretizacdo dos sistemas transmissor (14) e receptor
(14) (15) e na representacdo do sistema de comunicacao
no qualCy, Cp, L, R, rL, mg, my € By séo os pardme- Fig. 1 como um esquema de sincronizagdo robusta

tros do circuito;i(t) € o sinal escalar de informag&o; mestre-escravo.
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Aplicando o método de discretizacdo apresentadoassume a posicao do sinal de informacao discretizado,

em (Mendes and Billings, 2002) chega-se a uma re-ou seja, (k) = &i(kT).

roil Assim, no presente con-

presentacao linear por partes. Esta representacdo degexto de comunicacgdo, o indice de desempenho ro-
creve localmente a dindmica dos circuitos osciladoresbusto normar,, aparece como um mecanismo capaz
de Chua através de trés modelos lineares:

X1 = AiXg + Bi + Ejwi

Transmissor
yQ" = CiX{(nJr Diwwk

Receptor {
%= G

onde as matrizes que caracterizam a dindmica do

modelos locais assumem o formato:

[ 1-T/(RG)—Tmy/Cy T/(RG)
A= T/(RG) 1-T/(RG)

i 0 ~T/L

[ 1-T/(RG)—Tm/C; T/(RG)
A= T/(RG) 1-T/(RG)

L 0 -T/L

[ 1-T/(RG)—Tmy/Cy T/(RG)
Az = T/(RG) 1-T/(RG)

L 0 -T/L

r +TBp(m—mp) 0
81: CO1 7BZZ 0 7Bg:

L 0 0

0.001

E = 0

1(k)

X1 = AiXg + Bi+ U

(16)

0
T/Cz
1-TrL/L |

0
T/Cz
1-TrL/L |

0
T/C
1-TrL/L |

C
0
0

—TBp(m—my) :|

0

G —

1 T
Ci= [ o} , Di = 0.0001
0

de garantir uma maior protecéo da informagéo e asse-
gurar sua melhor reconstrugdo. Isto € possivel, uma
vez que a estabilizagdo robusta do sistema de erro
de sincronizacdo (6) tende a minimizar o efeito do
sinal de entrada exdégemng sobre o sinal de pon-
deracéo do erro de sincronizac§o Consequente-
mente, o sinal de informacag) tem sua influéncia
minimizada sobre o sinal transmitigd'(t) para sin-
cronizacao do sistema receptor.

A matriz de ponderace o vetor de ponderacéo
D foram convenientemente definidos de forma a se es-
Yabelecer as direcdes e intensidades na composi¢éo do
sinal de ponderacéo do erro de sincronizagao

Para a implementacdo do mecanismo de comuni-
cacdo na plataforma PCChua, o ganho de sincroniza-
¢ao (18) devera ser transformado de forma a incluir o
efeito dos seguradores de ordem zero dos atuadores e
para que se tenha sinais de compensacao compativeis
com o sistema (15). Desta forma, os ganhos de sin-
cronizacdo do PCChua serao:

2.99% 1073 C1Gy/T
GPCchua_ | g54% 10-3 = CGy/T (19)
2.69x 1073 LGs/T

3.3 Resultados Praticos

Considerando um sinal de informacib) resultante

da adicdo de um sinal senoidal, um sinal quadrado
e um sinal dente de serra, todos com amplitude de
0.12mV e frequéncias de 0.4 Hz, 1.0Hz e 1.5Hz, res-
pectivamente, procedeu-se um experimento de trans-

0 SONF 0
0 1 0|,b=]|0
0 0 1 0 . ) <
misséo de informacé&o na plataforma PCChua.
A figura 2 exibe o sinal transmitido pelo circuito
oscilador mestre (transmissor) para a sincronizagéo

Da aplicacdo do Teorema 1 ao sistema de sin-com ¢ circuito oscilador escravo (receptor). O sinal
cronizagao mestre-escravo discretizado, considerandgjg informag3d(t) foi injetado entre os instantes de

os valores dos paradmetros apresentados na tabela Jtempo de 30 a 90 segundos. O sinal de erro de sin-

tempo de amostragei = 10ms, e um Unico ganho  ¢ronizacag™(t) — ye(t) e o sinal de controley (t) s&o

de sincronizacdo para todo o espaco de estdqos ( exibidos nas figuras Fig. 3 e Fig. 4, respectivamente.
G, Vi € {1,2,3}), obtém-se: O sinal de controle foi ativado entre os instantes de
tempo de 15 a 105 segundos. A recuperacao de infor-
macéo pelo principio ITVC é evidenciada na figura 5
gue mostra, em sobreposi¢éo, os sinais de informacéao
e de controle para uma janela de tempo de 75 a 95
segundos.

an

G=1[9945x 103 293x103 5150x10°"  (18)

gue garante um nivel de atenuacgédo de distlrhigs
y=9.70x10"4

Nota 2: Ao considerar k= G, Vi € {1,2,3} na reso-
lucdo do Teorema 1, a implementacao da abordagem
torna-se mais simples, dispensando a necessidade d&ste trabalho centrou-se na investigacdo do problema
transmisséo do indice ‘I’, relativo ao modelo local, de sincronizacdo de sistemas caoticos com base em
para o sistema receptor. técnicas da Teoria Controle Robusto.

Os vetores de peds e D; foram definidos com Uma metodologia de projeto sistemética foi pro-
base na amplitude do sinal de informagéo e na posta para tratar da sincronizacdo de uma classe de
amplitude do sinal de ruidg(t) que corrompe o sinal  sistemas de Lur'e a tempo discreto que pode assumir
transmitidoy™(t). Observa-se que o term) = Ejw uma representacao linear por partes.

4 Conclusdes
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Para tratar da sincronizacéo robusta de sis-

temas cadticos, uma abordagem em formulacdo por

desigualdades matriciais lineares - LMIs foi desen-
volvida.

Torres, L. A. B. and Aguirre, L. A. (2005). Pcchua - A labora-
tory setup for real-time control and synchronization ofatia
oscillations, International Journal of Bifurcation and Chaos
15(8): 2349-2360.

Resultados experimentais foram apresentados

evidenciando a efetividade da metodologia de projeto

proposta.
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Figura 5: Informacé&o recuperada sem filtragem (a) e
com filtragem (b)Filtro Butterworth: ordem 2f; = 10 Hz)
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