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Ementa:

Formulagdo de problemas de otimizacdo. Propriedades geométricas dos espacos de
busca: convexidade, diferenciabilidade, n-modalidade. Condi¢cdes de otimalidade.
Programacao ndo-linear: métodos deterministicos (otimizagdo n&do-linear) e métodos
estocasticos (computagdo evolutiva). Aplicacdes.

Objetivos:

Ao final do curso o aluno devera ser capaz de: 1) Compreender o papel dos mecanismos
de otimizagdo dentro de sistemas de projeto assistido por computador; 2) Formular
problemas de projeto em termos de uma fungdo objetivo e restricbes; 3) Implementar
computacionalmente algoritmos deterministicos e estocasticos de otimizagdo mono-
objetivo; 4) Selecionar o algoritmo adequado para a abordagem de determinado
problema; 5) Solucionar problemas de otimizacdo, interpretando e analisando
criticamente os resultados.

Cronograma das Aulas

Semana 1 Apresentacgao do curso. Motivagéo e introdugdo a otimizagao.

(01/08) Formulag&o do problema de otimizacéo. Interpretacdo geométrica do problema
e de algumas estratégias de solucéo.

Semana 2 Introducdo a otimizagdo restrita e irrestrita. Interpretagdo geométrica do

(08/08) problema e de alguns métodos classicos de solugao.
Caracterizacdo de problemas de otimizacdo (caracterizacdo de funcdes).

Semana 3 Condigbes de otimalidade para problemas irrestritos.

(22/08) Condicdes de otimalidade para problemas restritos.

Semana 4 Problema geral de otimizagéo e condi¢cdes de Karush-Kuhn-Tucker.

(29/08) Métodos numéricos para otimizacéo irrestrita: problema exemplo, método de
busca em direcBes aleatorias, e Método do Gradiente.

Semana 5 Otimizagdo unidimensional. Critérios de parada e convergéncia.

(05/09) Aproximagdes quadraticas: método de Newton, Método de Newton modificado,
e a familia de métodos quase-Newton (DFP, BFGS, Broyden).

Semana 6 Método dos gradientes conjugados. Métodos sem derivada.

(12/09) Métodos numéricos para otimizac&o restrita: introducédo, problema exemplo.
Métodos de penalidades interior e exterior. Método Elipsoidal.

Semana 7 Método do Lagrangiano Aumentado (ALM).

(19/09) Programacdo linear sequencial e programag&o guadratica sequencial.

Semana 8 12 PROVA (unidades 1 a 4, e adicionais).

(26/09)

Semana 9 Introducdo a algoritmos evolutivos (AEs). A biologia como metafora para a

(03/10) computacdo. Evolucdo por selecédo natural.

Semana 10 Estrutura geral de algoritmos evolutivos. Comportamento basico de AEs.

(10/10) Atividade de Laboratério.

Semana 11 Introducdo aos algoritmos genéticos (AGs). Formas de representagédo: binario,

(17/10) real, permutacdo. AGs: operadores de reproducéo (codificacdo binaria e real);

Semana 12 AGs: operadores de selecdo; Arquiteturas alternativas de AGs: elitismo,

(24/10) mecanismos de nicho, etc. Atividade de Laboratdrio.

Semana 13 Estratégias Evolutivas (ES): conceitos basicos: distribuigdo normal uni e

(31/10) multivariada; tipos de ES, etc.

Semana 14 Evolucdo Diferencial: algoritmo e principais caracteristicas; Enxame de

(07/11) Particulas (PSO): algoritmo e principais caracteristicas; Atividade de
Laboratdrio.

Semana 15 22 PROVA (unidades 5 a 7, e adicionais).

(14/11)

Semana 16 EXAME ESPECIAL (todas as unidades).

(21/11)
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Avaliacdo

Computing Series), Springer, 2010.

Provas (02)

50 pontos (25 — 25)

Trabalhos Computacionais (02)

50 pontos (25 — 25)

Implementac6es em sala de aula

10 pontos

[12] A. Gaspar-Cunha, R. Takahashi, C. Antunes. Manual de Computacdo Evolutiva e
Metaheuristica, Imprensa da Universidade de Coimbra/ Editora UFMG, 2012.
[13] Notas de Aula do curso.

1) As provas cobrirdo o conteudo do programa até a semana de realizagdo das mesmas.

2) Havera a distribuicdo de listas de exercicios e estudos dirigidos para os alunos se prepararem
para a prova. Entretanto, a confeccao das listas ndo sera pontuada.

3) Os trabalhos computacionais sdao INDIVIDUAIS ou em DUPLAS, e visam capacitar os alunos
no que diz respeito a implementacdo de algoritmos de otimizagéo, modelagem e resolucéo de
problemas, discussédo e analise das técnicas usadas e dos resultados. Nesse sentido, trabalhos
contendo apenas codigos, figuras, tabelas, etc. ndo serdo avaliados. Espera-se dos mesmos
textos descritivos bem organizados, elaborados e criticos.

4) Regras gerais:

a) Apos a divulgacdo das notas de cada prova, o aluno tera até 01 (uma) semana para ver a
correcao e solicitar, se achar necesséario, a revisdo da mesma;

b) Trabalhos entregues fora do prazo n&o seréo considerados;

c) Apo6s a distribuicdo dos pontos do semestre (110 pts), nenhuma alteracdo de nota sera
realizada para mudanca de conceito.
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