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Variable Neighborhood Search

* VNS é uma metaheuristica proposta por N.
Mladenovic, P. Hansen (1997).

+ Baseia-se na ideia de uma mudanca sistematica de
vizinhanca:

“ na fase de refinamento, para encontrar um O6timo
local; e

“ na fase de perturbagio, para escapar de bacias de
atracao.



Kstrat€¢gias Basicas

“ VNS baseia-se em trés fatos simples:

+ Fato 1. Um minimo local relacionado a uma estrutura de
vizinhanca ndo é necessariamente minimo local de outra
estrutura;

“ Fato 2. Um minimo global é um minimo local relacionado
a todas as possiveis estruturas de vizinhanca;

* Fato 3. Para muitos problemas, minimos locais
relacionados a uma ou vdrias estruturas de vizinhanca
(Ny) estdo relativamente préximos um dos outros.



Kstrat€¢gias Basicas

* Ao usar vdrias estruturas de vizinhanca, os Fatos 1 a

3 podem ser aplicados de trés formas diferentes:
+ deterministica;
+ estocastica;

+ deterministica e estocastica.



Variable Neighborhood Descent (VND)

Algoritmo: Variable neighborhood descent
Function VND (x, k,,,,.)
k<1
repeat
x’ <= arg min, e Nk f(y) % Find the best neighbor in Ni(x)
x, k <= NeighborhoodChange (x, x’, k) % Change neighborhood
until k = k,,,,,
return x

* No VND, a mudanca de vizinhanca é realizada de maneira
deterministica.

+ Frequentemente, k,,,, < 2 em heuristicas de busca local.



Variable Neighborhood Descent (VND)

Algoritmo: Neighborhood change
Function NeighborhoodChange (x, x’, k)
if f(x’) < f(x) then
x < x’ % Make a move
k<1 % Initial neighborhood
else
k< k+1 % Next neighborhood
end
return x, k




Reduced VNS (RVNS)

Algoritmo: Reduced VNS
Function RVNS (x, k..., t,,..)
repeat
k<1
repeat
x” < Shake (x, k)
x, k <= NeighborhoodChange (x, x’, k)
untilk =k, .
t <= Cpulime()
until t >t .
return x

* No RVNS, solucdes aleatodrias sdao selecionadas a partir de Ni(x).

* Uma técnica de refinamento nao é aplicada.




Basic VNS (BVNS)

+ O método BVNS combina mudancas de vizinhanca

deterministica e estocdastica.

“ A deterministica é representada por uma heuristica
de busca local.

“ A estocastica é representada por uma selecao

aleatéria de uma solucdo da k-ésima vizinhanca.



Basic VNS (BVNS)

Algoritmo: Best improvement (steepest descent) heuristic
Function Best Improvement (x)
repeat
W=
X < arg miny, e N (y)
until f(x) > f(x’)

return x




Basic VNS (BVNS)

Algoritmo: First improvement (first descent) heuristic
Function First Improvement (x)
repeat
x'—x 1< 0;
repeat
e ]
x < arg min {f(x), f(x))}, x* € N(x)
until (f(x) <f(x’)ori= IN(x)|)
until f(x) > f(x’)

return x




Basic VNS (BVNS)

Algoritmo: Basic VNS
Function BVNS (x, k..., L)
()
whilet<t,, . do
k<1
repeat
x" <= Shake (x, k) % shaking
x"" <= BestImprovement (x’) % local search
x, k <= NeighborhoodChange (x, x"’, k)
until k =k,
t <= Cpulime()
end
return x




General VNS (GVNS)

* O método GVNS combina as técnicas VNS e VND.

“ Esta estratégia esta relacionada as aplicacOes de
maior sucesso citadas na literatura sobre VNS.



General VNS (GVNS)

Algoritmo: General VNS
Function GVNS (x, Ly, Kinax, tiax)
repeat
k<1
repeat
x’ <— Shake (x, k)
x""<— VND (x’, L,.;:)
x, k <= NeighborhoodChange (x, x"’, k)
until k = k¢
t <= CpuTime()
until t > t,,,,
return x




General VNS (GVNS)

Algoritmo: Variable neighborhood descent
Function VND (x, ki)
k<1
repeat
x' < arg miny e Nk fly) % Find the best neighbor in Ni(x)
x, k < NeighborhoodChange (x, x’, k) % Change neighborhood
until k = Kiax
return x
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