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Arvore Geradora Minima

“ Arvore geradora de custo minimo.

“ No problema da AGM, para um conjunto de n nds da
rede, o objetivo € encontrar o conjunto de n-1 arcos que
conectam todos 0os nds e nao contenha ciclo, de forma
que a soma dos fluxos dos arcos seja minimizada.




Arvore Geradora Minima

* Exemplos de aplicagdes:
“ projeto de redes de telecomunicacdes;
“ projeto de rodovias, ferrovias;
“ projeto de redes de distribuicdo de dgua e esgoto;

“ projeto de redes de transmissao de energia, etc.



Formulacao (Arenales et al. 2007)

* O modelo matematico pode ser entendido como um caso
particular do problema de transporte em que existe
suprimento de n-1 unidades de um produto em apenas um
dos ndés e uma demanda de exatamente 1 unidade do
produto em cada um dos demais n-1 nos.

# x;j € a quantidade de produto transportada pela aresta (i,j).
* y;; € uma varidvel bindria que indica se a aresta (i,j) é usada.

* ¢; € 0 custo associado a utilizada da aresta (i,j).



Formulacao (Arenales et al. 2007)
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Formulacao (Arenales et al. 2007)

* O método Simplex pode ser aplicado a relaxacgdo
linear do problema, assumindo 0 < y;j < 1.

“ Pode gerar uma solucao que ndo seja uma arvore,

“ Porém, uma solucgdo alternativa que represente uma
arvore pode ser facilmente obtida.



Formulacao (Belfiore etal. 2013)

* Assuma um grafo G = (N,E), em que |N |=n. Suponha
também um subgrafo G'(N’,E’) de G, tal que |N"|=m.

“ x;iéigual a 1 se a aresta (i,j) estd contida na AGM e igual
a 0 caso contrario.

“ ;i € 0 custo associado a utilizada da aresta (i,]).



Formulacao (Belfiore etal. 2013)
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Formulacao (Belfiore etal. 2013)

“ A solucao sempre serd uma arvore!

* A medida que o niumero de nds aumenta, 0 namero
de restricOes cresce exponencialmente;

“ O problema pode se tornar computacionalmente
intratdvel.



Algoritmo de Prim

* Inicia-se com um né qualquer da rede (que passa a
pertencer a arvore) e, a cada iteracdo, adiciona o né mais
proximo da arvore, conectando-o a drvore por meio de
um arco.

“ O processo se repete até que todos os nos da rede
estejam contidos na arvore.



Algoritmo de Prim

Entradas:

2 GV E)

* ¢(i,j): custo da aresta (i,j)
Saidas:

& T(‘/,E ’)



b=

YOEnalquerveE V.

. Enquanto B = V:

A. (u,v) < aresta (u,v), com u € {V - B{ ANv € B, tal que
c(u,v) seja minimo.

B. T< T+ {(uv)).
C. B< B+ {uj.

. Retornar T.




Estudo de complexidade:
* Complexidade global: O(| V' |2).



Exemplo




Exemplo

Inicial:;
=)
+ B={aj}.
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Algoritmo de Kruskal

# O Algoritmo de Kruskal emprega um procedimento

guloso em que sempre escolhe, sucessivamente, as
arestas de menor custo.

“ Esse processo continua até formar a arvore geradora

minima.



Algoritmo de Kruskal

Entradas:

* G(V,E)

* ¢(i,j): custo da aresta (i,j)
Saidas:

& T(‘/,E ’)



Ordene E em ordem ascendente de c(i,j) e armazene em A.
=2

Inicialize o conjunto de componentes. (cada vértice v € V é uma componente)

= S L S

Enquanto (IT| < [VI-1)A (1Al = J):

A. (u,v) < aresta (u,v) € A, tal que c(u,v) seja minimo.
B. A < A Ty (u,?]).

C. comp_u < Find_Component(u). % indice da subdrvore que contém u

D. comp_v < Find_Component(v). % indice da subdrvore que contém v
E. Se comp_u = comp_v:

[. Merge(comp_u,comp_v).

=R R o)

5. Retornar T.




Estudo de complexidade:
+ Etapas:
* O(IEIl log| E|) para ordenar as arestas.
+ Como (IVI-1)< IEl <(IVI(IVI-1)/2):
* Complexidade: O(1E| log | V'I).
“ O(| El) para inicializar o conjunto de componentes.

“ No pior caso, o nimero de chamadas da fungdo find_component é 2x niimero de arestas

no grafo.
“ Cada chamada exige um tempo em O(log | V' | ):
“ Complexidade: O(I E| log| V'I).
# O numero de chamadas da fun¢do merge é exatamente | E | -1:
+ Complexidade: O(I VI log | V']).
# O(|E|) para o resto das operacdes.

+ Complexidade global: O(|E | log| V'l).



Exemplo




Exemplo

Arestas ordenadas: (a,b),(b,c),
(d,e),(f,g),(a,d),(b,e)(d,g)(ce)(bd),
(c,f),(e,9)(ef).
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Exercicio
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