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Resumo

Esta tese aborda o problema de navegação e controle de grupos de robôs

móveis cooperativos. É proposta uma metodologia geral baseada em conecti-

vidade de grafos que fornece uma única solução para várias tarefas coopera-

tivas. A metodologia, que se baseia na redução de várias tarefas cooperativas

em um problema básico único, possibilita um mesmo time de robôs móveis

executar diversas tarefas com um único conjunto de algoritmos parametriza-

dos pelas caracteŕısticas de cada tarefa. Assim, mesmo uma tarefa totalmente

nova e desconhecida poderia ser realizada se esta pudesse ser transformada

em uma tarefa já conhecida pelos robôs. A chave é a transformação de ta-

refas cooperativas em múltiplos problemas individuais de planejamento de

movimento restrito. Para tal, um grupo de robôs é modelado como um

grafo, onde cada robô é um vértice e cada aresta representa uma restrição

de movimento imposta por outros robôs do grupo e que variam de acordo

com a tarefa. Em geral, estas restrições podem ser utilizadas em simples

e bem conhecidas técnicas de navegação e controle para um único robô. A

técnica explorada neste texto é totalmente descentralizada e seus algoritmos

são baseados na modificação em tempo real de funções de navegação especifi-

cadas a priori. Para validar a metodologia, são mostrados exemplos práticos

em sensoriamento colaborativo, comunicação e manipulação, todos avaliados

experimentalmente com grupos de robôs holonomicos e não-holonomicos.
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Abstract

This thesis addresses the problem of motion planning and control of

groups of autonomous mobile robots during cooperative tasks execution. A

general framework that transforms several cooperative tasks into the same

basic problem is developed thus providing a feasible solution for all of them.

The approach enables using a single team of robots to perform numerous

different tasks by providing each robot in the team with a single suite of

algorithms which are parameterized by the specificities of the tasks. There-

fore, even a totally new and unknown task can be executed by the group

of robots if this particular task can be transformed to one of the tasks the

team is able to execute. The key is the transformation of cooperative prob-

lems to individual constrained motion planning problems. In order to do

so, the group of robots is modeled as a graph where each robot is a vertex

and each edge represents a motion constraint to be satisfied. Motion con-

straints are imposed by the task and by the other robots in the group. These

constraints may be used in simple and very well known motion planning tech-

niques in order to plan and control the motion of each individual robot. We

present a decentralized solution for the problem, which algorithms are based

on the online modification of pre-specified navigation functions. Examples in

sensing, communication and manipulation tasks are presented, eliciting the

elegance of the solutions. Finally, experimental results with groups of both

non-holonomic and holonomic robots are presented.
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Gostaria de agradecer à toda minha familia pelo apoio incondicional du-

rante toda a minha vida. Sem eles eu não teria chegado até aqui.
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Chapter 1

Introduction

If every instrument could accomplish its own work, obeying
or anticipating the will of others...if shuttle could weave, and
the pick touch the lyre, without a hand to guide them, chief
workmen would not need servants nor master slaves.

Aristotle (384 BC–322 BC)

The continuous advances in technology have made possible the use of

several robotic agents in order to carry out a large variety of cooperative

tasks. While one could design a robot for every imaginable task, it would

be intuitively more efficient, and perhaps more effective, to assign a team

of cooperative mobile robots to perform different tasks, with the possibility

that some of the tasks being executed concurrently. Following this idea, we

are interested in effectively using groups of existing mobile robots in order to

execute various distinct cooperative tasks without being modified to perform

them. In other words, we are not interested in engineering the problem by

changing the robots’ hardware to satisfy the requirements of the task, but

engineering the solution by developing robust and reliable software that take

into account both the constraints of the robots and of the task. Thus, our

problem can be defined as:

Given a team R of mobile robots and a set T of tasks to be performed,

generate for each τ ∈ T a solution defined by the tuple < r, ai > where r ⊂ R

1
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is the subgroup of robots to be used during the task and ai is a specification

of each robot action.

Specifically we want to consider the execution of all tasks as a multi-robot

motion planning problem and develop decentralized algorithms for control-

ling the robots.

1.1 Motivation

The main motivation behind this work is the large number of tasks which

are dangerous, inaccessible or even impossible to be effectively carried out by

a group of human beings. It might be very interesting, for example, to equip

fire-brigades with teams of mobile robots that could be used in situations

such as rescuing human beings trapped under piles of debris, inaccessible to

human fire fighters. The same team of robots could be also used to pro-

vide a mobile communication infrastructure in an earthquake disaster or be

commanded to search for victims of a flood. In rare accidents such as the dis-

integration of the NASA Columbia Space Shuttle during its reentry in Earth

atmosphere in January 2003, robots could be used not only for finding, but

also for retrieving the debris scattered over a very broad area. Had such a

robotic system been available on September 11th, 2001, many fire-fighters

could probably have their lives spared during the rescue operation in the

twin towers of the World Trade Center. Unfortunately those men did not

abandon the buildings because, due to difficulties of communication in the

area, they had never received such a command from their superiors. In that

situation a network of robots would be useful for providing the necessary

communication infrastructure by forming a connected ad hoc network where

the fire-fighters and the command base would be communication nodes. If
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Figure 1.1: Two robots in a disaster situation.

large teams of small and agile robots were part of the search operation, it

could be the case that more survivors would have been found. In a fore-

seeable future, a group of robots could establish a mobile sensor network in

inhabited mountainous areas and continuously monitor the risk of avalanche.

Several deaths could have been avoided in Belo Horizonte in the Summer of

2002/2003, had such a technology existed. Figure 1.1 shows a picture of our

first effort in the direction of enabling such a technology. In this picture two

camera-equipped teleoperated robots are sending real time images of a car

accident to a remotely located operator.

Less stringent applications for versatile teams of robots can be found

in domestic, industrial, and war environments. A common characteristic of

these applications is that the team of robots is always near to the human user,

interacting with the user, and augmenting his/her skills, providing a natural

synergism. In order to have this important requirement, the robots need to

have high degree of autonomy so as to execute tasks without close supervision

of the operator, who may be executing a different task. The ability to use

multiple robots allows the increasing of system autonomy without increasing
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the complexity of individual robot behaviors but instead by exploiting the

distributed execution of these behaviors.

1.2 Approach

Examples in the previous section are typical instances of cooperation

among humans and robots or only among robots that can be classified

as tightly coupled cooperation. This nomenclature was first introduced

by [Brown and Jennings, 1995] in order to describe the forms of cooperation

used when the task cannot be serialized. In general, this kind of coopera-

tion is necessary when cooperating entities relay on their teammates’s sen-

sors, processing and communication capabilities, actuators and even physical

presence. In contrast to loosely coupled cooperation, where the task could be

divided in parts and executed independently by each agent, in tightly coupled

cooperation, tasks can only be completed with the interaction of a minimum

number of agents. A typical example of this kind of cooperation is pictured

in Figure 1.2. We consider situations where large or clumsy objects need to

be transported, such that they could not be carried by a single robot alone.

Hence, with the help of at least another robot the task could be completed.

Another example, where the task do not demand physical contact, is when

multiple robots must maintain communication with a human operator while

executing their tasks. Communication is normally accomplished using wire-

less ad hoc networks, having as nodes each robot and the human operator.

If in order to accomplish the task it is required that some of the robots move

outside the operator’s communication range, one may consider two solutions:

(i) the operator move closer to the robots or, more interesting, (ii) “relay”

robots position themselves so as to guarantee uninterrupted communication
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Figure 1.2: Two robots in tightly coupled cooperation carrying a relative
large box (about double the length of each robot) [Pereira et al., 2002b].

between the operator and the moving robots. Since communication depends

on the relay robots and a failure of one of these robots could compromise the

task execution, it can be seen that the cooperation (in this case involving a

human operator) is of tightly coupled type.

Our approach for specifying the motion of a group of cooperating mobile

robots is based on the fact that the dependence among the agents, created

by the tightly coupled nature of the tasks, introduces constraints to their

motions.

Consider, for instance, the box transportation task in Figure 1.2. Each

robot must move while satisfying some constraints, which are imposed by

the box and by the motion of the other robot. If the leading robot moves

much faster than the following one, for example, the box will eventually

fall. Thus, it is clear that the velocity of the leading robot is constrained by

the follower’s velocity. A similar constraint can also be derived to the fol-

lower robot. Hence, in this thesis we provide a framework that solves tightly

coupled cooperation problems when they can be reduced to constrained mo-

tion planning and control problems. The only difference among the problems

would be the type and the nature of the constraints. Once a cooperative task
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is solved, it is straightforward to adopt the solution to another cooperative

task. This idea will be explored in depth in the rest of this text.

1.3 Contributions

This work has ushered in four major contributions to the area of cooper-

ative robotics:

1. A generalized framework for solving the problem of planning and con-

trolling the motion of cooperating mobile robots. The framework con-

siders all kinds of interactions among robots and the requirements of

the task as individual temporal constraints. The framework consists

of decentralized algorithms that rely only on each robot’s ability to

estimate the positions of its neighbors. Therefore, our methodology is

potentially scalable to larger groups of robots operating in unstructured

environments. Conditions are derived under which all requirements of

the task are satisfied (Chapter 4);

2. A decentralized approach for multi-robot manipulation. The method-

ology requires the less stringent condition that the object be trapped or

caged by the robots. Our algorithms do not rely on exact estimates of

either position or orientation of the manipulated object and therefore

are potentially more robust than previous approaches relying on force

closure (Chapter 6);

3. A decentralized leader-following framework where, besides following

their leaders, each robot must maintain proximity constraints with the

other robots in the formation they are maintaining. With this frame-

work it is possible to introduce useful behaviors such as the one where
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a leader waits for its followers (Chapter 7);

4. A graph based cooperative sensing algorithm for multi-robot local-

ization and tracking. Both global and relative localization are cap-

tured by our algorithm. Decentralization of the algorithm is discussed

(Apendix B).

All of the above contributions resulted from theoretical development and

were experimentally evaluated using two distinct groups of mobile robots

(Apendix A).

1.4 Organization

This document is organized in eight chapters (including this one) and two

appendices.

Chapter 2 reviews the relevant works in cooperative robotics and gives

a general background of the area. We focus on the works related to motion

planning, coordination and control of multiple cooperative robots, which are

the main subjects of the thesis. Other references related to specific chapters

of the document are surveyed in the beginning of each chapter.

Chapter 3 is a review of some basic tools used in this thesis.

Chapter 4 presents the main contribution of the thesis. It contains a

generic in-depth discussion of the methodology for multi-robot motion plan-

ning and control.

Chapter 5 shows an example of the framework presented in Chapter 4 in

applications where each robot has to move while maintaining either commu-

nication or sensing visibility with its teammates. Experimental results are

presented.
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A second example of the motion control framework is presented in Chap-

ter 6. We model an object transportation task as set of motion constraints

for a group of robots and present experimental results with groups of three

and four robots.

As a third example of the methodology, we present in Chapter 7 a leader-

following approach where, besides following a robot leader, each robot is

supposed to maintain proximity and avoidance constraints with other robots

in the group.

Concluding remarks and suggestions of continuity are discussed in Chap-

ter 8.

Apendix A describes relevant details of the multi-robot platform used to

validate the theory presented in the previous chapters.

Apendix B presents our methodology for localization and object tracking.

This methodology was implemented on one of the platforms presented in

Apendix A and used in the experiments presented in this thesis.



Chapter 2

Related Work

Seeing that I cannot choose a particulary useful or pleasant
subject, since the men born before me have taken for them-
selves all the useful and necessary themes, I shall do the same
as the poor man who arrives last at the fair, and being unable
to choose what he wants, has to be content with what others
have already seen and rejected because of its small worth. I
will load my humble bags with this scorned and disdained
merchandise, rejected by many buyers, and go to distribute it
not in the great cities, but in poor villages, receiving the price
for what I have to offer.

Leonardo DaVinci (1452–1519)

This chapter presents a survey of the current state of the art in the field

of distributed and cooperative robotics and, more specifically, in the area of

planning and control of multiple mobile robots. The chapter is divided in

four sections. Section 2.1 presents a general overview of the area of multi-

robot motion coordination and locates this work among the works found in

literature. The same procedure is adopted in Section 2.2 where we focus on

cooperative manipulation. Sections 2.3 and 2.4 present some works related

to communication and sensing in teams of mobile robots, respectively. These

topics, together with manipulation, are applications of our multi-robot con-

trol approach. Related works necessary to support more specific topics of

the thesis will be surveyed wherever necessary.

9
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2.1 Multi-Robot motion coordination

Since late 1980’s, when several researchers began to investigate some fun-

damental issues in multi-robot systems, one of the topics of particular interest

was multi-robot motion coordination. After the famous seminal papers on

reconfigurable robots [Fukuda and Nakagawa, 1987, Beni, 1988] were pub-

lished, papers on motion control [Arai et al., 1989, Wang, 1989] and coordi-

nation [Asama et al., 1989] followed up. More recent research in this field

include applications such as automated highway systems [Varaiya, 1993],

formation flight control [Mesbahi and Hadaegh, 2001], unmanned under-

water vehicles [Smith et al., 2001], satellite clustering [McInnes, 1995], ex-

ploration [Burgard et al., 2000], surveillance [Rybski et al., 2000], search

and rescue [Jennings et al., 1997], mapping [Thrun, 2001] and manipula-

tion [Matarić et al., 1995].

There are several approaches to multi-robot motion coordination and con-

trol reported in the literature. Most of these approaches may be classified as

deliberative or reactive, and centralized or decentralized. However, several

others exist, combining the main characteristics of the previous ones.

Some deliberative approaches for motion planning consider a group

of n robots as a single system with n degrees of freedom and use

centralized planners to compute paths in the combined configuration

space [Aronov et al., 1998]. In general, these techniques guarantee complete-

ness but with exponential complexity in the dimension of the composite con-

figuration space [Hopcroft et al., 1984]. Other groups have pursued decen-

tralized approaches to path planning. This generally involves two steps: (i)

individual paths are planned independently for each robot; and (ii) the paths

are merged or combined in a way collisions are avoided. Some authors call

these approaches coordinated path planning [LaValle and Hutchinson, 1998,
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Simeon et al., 2002, Guo and Parker, 2002].

Totally decentralized approaches are in general behavior-

based [Balch and Arkin, 1998]. In behavior-based control [Arkin, 1998],

several desired behaviors are prescribed for each agent and the final

control is derived by weighting the relative importance of each behavior.

Typically, each agent has a main behavior that guides it to the goal and

secondary behaviors that are used in order to avoid obstacles and other

robots in the team. These behaviors are generally based on artificial

potential fields [Khatib, 1986], such as in [Howard et al., 2002], where this

technique was used to deploy robots in unknown environments. Artificial

potential fields as a model for robots repelling each other were also used

in [Reif and Wang, 1995]. The main problem with these approaches is the

lack of formal proofs and guarantees of completion and stability.

A totally decentralized methodology for coordination of large scale agent

systems is proposed in [Vicsek et al., 1995]. This methodology is basically

a behavior-based approach but with guaranteed convergence for the group

behavior. Each agent’s heading is updated using a local rule based on the

average value of its own heading and the headings of its neighbors. The

authors call this the nearest neighbor rule. A similar model was developed

in [Reynolds, 1987] for computer graphics simulation of flocking and school-

ing behaviors for the animation industry. In both works, it has been shown by

simulation that the nearest neighbor rule may cause all agents to eventually

move in the same direction in spite of the absence of centralized coordination.

A theoretical explanation is given in [Jadbabaie et al., 2002].

Some research groups consider a set of robots in formation as

a rigid structure, that is called virtual structure [Eren et al., 2002,

Olfati-Saber and Murray, 2002b]. In [Olfati-Saber and Murray, 2002a], the
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authors propose potential functions to initially stabilize a group of robots

in a rigid formation. A second step is to assign a desired motion to the

virtual structure, which is decomposed into trajectories that each member

of the formation will follow. Virtual structures have been also proposed

in [Tan and Lewis, 1997] and used for motion planning, coordination and

control of space-crafts [Gentili and Martinelli, 2000]. Virtual structures are,

in general, centralized and deliberative methods but some approaches use re-

active leader-following in order to maintain formation. In such a framework,

each robot has a designated leader, which may be other robots in the group

or a virtual robot that represents a pre-computed trajectory supplied by a

higher level planner. Thus, each robot is a follower that tries to maintain a

specified relative configuration (a fixed separation and bearing, for example)

with respect to its leader(s) [Desai et al., 1998, Leonard and Fiorelli, 2001,

Das et al., 2002a, Pereira et al., 2003b].

The approach we propose is inspired in some of the ideas mentioned

earlier. We propose totally decentralized, reactive controllers for each robot

based only on the relative position of its nearest neighbors. However, we

require centralized planners to define the relationship between a robot and

its neighbors and also deliberative (but decentralized) motion planners in

order to take into account static, known obstacles in the environment. We

also consider formation of robots, but differently from rigid structures, we are

mostly interested in flexible formations, where the robots are not required to

maintain fixed relative positions but bounds on these positions. Furthermore,

our methodology is based on well known theories, which enables proofs and

guaranteed results for controller design.
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2.2 Cooperative Manipulation

Transport and object manipulation with mobile robots have been

extensively discussed in the literature. Most approaches use the no-

tions of force and form closure to perform the manipulation of rela-

tive large objects [Ota et al., 1995, Kosuge and Oosumi, 1996, Rus, 1997,

Sugar and Kumar, 1998, Chaimowicz et al., 2001b]. Force closure is a con-

dition that implies that the grasp can resist any external force applied to the

object. Form closure can be viewed as the condition guaranteeing force clo-

sure, without requiring the contacts to be frictional. In general, robots are the

agents that induce contacts with the object, and are the only source of grasp-

ing forces. But, when external forces acting on the object, such as gravity

and friction, are used together with the contact forces to produce force clo-

sure, we have a situation of conditional force closure. Several research groups

have used conditional closure to transport an object by pushing it from an

initial position to a goal [Rus et al., 1995, Matarić et al., 1995, Lynch, 1996].

In this thesis we use the concept of object closure. In contrast to ap-

proaches derived from force or form closure, as shown in Figure 2.1, object

closure requires the less stringent condition that the object is trapped or

caged by the robots. Observe in Figure 2.1(d) that the robots surround

the object but not necessarily touch it or press it. In other words, al-

though it may have some freedom to move, it cannot be completely re-

moved [Davidson and Blake, 1998, Wang and Kumar, 2002b]. Because a

caging operation requires a relatively low degree of precision in relative po-

sitions and orientations, manipulation strategies based on caging operations

are potentially more robust than, for example, approaches relying on force

closure [Sugar and Kumar, 1998].

Caging was first introduced in [Rimon and Blake, 1996] for non-convex
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(a) (b) (c) (d)

Figure 2.1: Four technics of manipulation: (a) force closure (robots pressing
the object); (b) form closure; (c) conditional closure (robots pushing the
object up); (d) object closure or caging.

objects and two fingered gripers (Our use of the concept of caging

is slightly different from the definition in [Rimon and Blake, 1996], and

we call it object closure.) Other papers addressing variation on

this basic theme are [Davidson and Blake, 1998, Sudsang and Ponce, 1998,

Sudsang et al., 1999, Sudsang and Ponce, 2000, Wang and Kumar, 2002b,

Wang and Kumar, 2002a]. Of all these, our approach (presented in Chap-

ter 6) is closest in spirit to the work [Sudsang and Ponce, 2000]. However,

while they have developed a centralized algorithm for moving three robots

with circular geometry in an object manipulation task, we focus on decen-

tralized algorithms to verify object closure and coordinated a group of n

generic-shaped robots [Pereira et al., 2003d].

2.3 Communication in Robot Teams

Cooperating mobile robots must be able to interact with each other us-

ing either explicit or implicit communication and frequently both. Explicit

communication corresponds to a deliberate exchange of messages, typically

through a wireless network designed solely to convey information to other

robots on the team [Parker, 2000]. Examples of cooperative tasks using

this type of communication can be found in several papers [Rus et al., 1995,

Chaimowicz et al., 2001b, Sugar and Kumar, 1998] as a method for coordi-
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nating and controlling teams of mobile robots. On the other hand, implicit

communication is derived through sensor observations that enable each robot

to estimate the state and trajectories of its teammates. For example, each

robot can observe relative state (position and orientation) of its neighbors

(implicit communication), and through explicit communication exchange this

information with the whole team in order to construct a complete configu-

ration of the team. This may be very useful for multi-robot sensing, as

presented in the next section.

When communication uses explicit exchange of messages, the robots,

in general, establish among themselves a Mobile Ad hoc Network

(MANet) [Manet, 2003]. This network is defined as an autonomous system

of mobile nodes connected by wireless links. An ad hoc topology is in general

represented by a graph where each node is a robot and the edges are com-

munication links established between any two robots. Therefore, in MANets

the nodes are free to move, which changes the network topology either by

creating or breaking links (edges). Although, ad hoc networks have been

the center of attention of various researches, the focus has been on routing

algorithms to enable efficient, low-cost computation keeping network connec-

tivity [Kumar et al., 2000, Toh et al., 2002]. Works on mantaining connec-

tivity in MANets by moving the nodes are scarce in the literature. One of

the first works in this field is [Pimentel, 2002], which presents algorithms for

maintaining communication in a mobile ad hoc network where each node is

a robot performing a search and rescue task.

Implicit communication offers several immediate advantages over the

explicit form, which include simplicity, robustness to faulty and noisy

communication environments, lower power consumption, and stealthiness.

In [Balch and Arkin, 1994], the authors show that although communication
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significantly improves the performance of a robotic team, explicit communi-

cation is not essential when the implicit form is available. Still, more complex

communication strategies offer little or no benefit over low-level communica-

tion. The paper [Khatib et al., 1995] shows a cooperative manipulation task

in which inter-robot communication is achieved through the interaction forces

sensed by each manipulator. In our previous work [Pereira et al., 2002b] we

have shown that almost no performance increase is obtained when implicity

communication is replaced by the explicit form in an object carrying task.

As in [Khatib et al., 1995], communication is performed through the object

being manipulated. Another example of implicit communication is given

in [Stiwell and Bishop, 2001], which presents a theoretic approach showing

that the amount of explicit communication can be reduced by using the

implicit form. Their approach is validated in a group of simulated underwa-

ter vehicles which maintain tight formation by inferring distances from each

other through acoustic vibrations produced by their thrusters.

It is important to notice that, in most cases, both implicit and explicit

communication require each robot to respect bounds in their positions in

order to maintain communication. One of the objectives of this thesis is

providing planning and control strategies that enable the robots to move

while preserving communication. In order to do so, we model communication

range as a motion constraint for each individual robot and create a group

behavior which guarantees inter-robot communication [Pereira et al., 2003a].

For explicit communication we assume an ad hoc wireless network and rely

on maintaining graph connectivity in order to guarantee communication. We

are also concerned with the amount of information interchanged by the robots

and thus present totally decentralized controllers. We adopt similar criteria

for implicit communication by sensing, which is discussed next.
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2.4 Multi-Robot Sensing

A robotic sensing system may be as simple as a single sensor or a highly

complex configuration composed by multiple sensors. In the last scenario,

data are processed and combined to provide information that is more reli-

able and complete when compared to the single sensor approach. We are

interested in situations where sensors are placed on networked mobile robots

programmed to perform a large variety of cooperative tasks such as search

and rescue, surveillance and manipulation. Therefore, we focus in robot lo-

calization and tracking as the fundamental tasks to be achieved. Actually, it

is possible to consider that targets to be tracked are passive team members

that do not contribute with sensor measurements in the localization process,

but that must be still localized.

Sensor fusion and robot localization yield significant improvements to

methods used in single and multiple mobile robot navigation, localiza-

tion and mapping [Majumder et al., 2001, Thrun, 2001, Thrun et al., 2000].

Most works in this field have emphasized probabilistic techniques for

data fusion such as Kalman [Balakrishnan, 1987] and Information Fil-

ters [Durrant-Whyte and Manyika, 1993], with a recent focus on particle fil-

tering methods [Arulampalam et al., 2002]. In [Fox et al., 2000] two robots

are localized via Monte Carlo Localization. Each robot maintains a particle

set approximating the probability distribution of its pose with respect to a

global reference frame. These estimates are then refined whenever one robot

detects another so that each robots’ beliefs (sensor measurements and parti-

cle sets) are made consistent. As consequence, the uncertainty in estimation

of each robot is reduced.

In [Roumeliotis and Bekey, 2000], the authors present a Kalman filter

based approach for addressing interdependencies in uncertainty propagation
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for multi-robot localization. Each robot computes its own Extended Kalman

Filter (EKF) for state estimation. There is a main advantage in this ap-

proach. Although the uncertainty representation is centralized — each robot

maintains state estimates for the entire formation — the process of updating

the covariance matrix is computationally distributed. This is accomplished

by dividing the updates into two phases: intra-robot updates based on local

sensors, and inter-robot updates resulting from robot detection and commu-

nication. More recently, [Howard et al., 2003] presents a Bayesian approach

to cooperative localization. As in [Fox et al., 2000], each robot maintains

an estimate for the relative position of each of its teammates as a parti-

cle set. However unlike [Fox et al., 2000], attempts were made to address

interdependencies in uncertainty estimates.

The aforementioned methods rely on system dynamics in order to main-

tain uncertainty estimates for the system states estimates. In contrast, the

direct or reactive approaches for sensing relies on the high level of accuracy

of unaltered sensor measurements to estimate parameters of interest at each

time step. Estimates for uncertainty in pose are not maintained.

The first application of cooperative localization in robotics employed a

direct approach [Kurazume and Hirose, 1998]. The authors addressed odom-

etry problems by employing a cooperative strategy using teams of three

or more robots. In their model, the robots themselves served as moving

landmarks, and the team conducted itself through the environment using a

leapfrog approach. This approach relied upon a robust sensor suite for ac-

complishing the localization task. A very similar idea was later presented

in [Spletzer et al., 2001]. Another direct approach is presented in the work

[Stroupe et al., 2001]. The authors use a static Kalman Filter for tracking

a target using information from multiple robots. Similarly, the authors of
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[Das et al., 2002a] performed cooperative localization using a least squares

method in order to fuse and optimize the robot’s position and orientation.

The localization approach we present in Apendix B is direct since

no estimates are used from one step to another. However, in order to

improve object tracking, our approach has the possibility of including

EKFs [Pereira et al., 2003f].

An important observation is that the larger the number of inter-robot

information, the more precise are the localization estimates. With this in

mind, in this thesis we model the presence of measurements as constraints

for robots motion and perform multi-robot planning and control under such

constraints in order to guarantee a minimum number of required measure-

ments, and move toward increasing this number.
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Chapter 3

Background

If I have seen further, it is by standing on the shoulders of
giants.

Isaac Newton (1642–1727)

This chapter presents a short review of some basic tools used in this thesis.

It is also intended to introduce and explain notations used in the rest of the

text, thus facilitating its understanding.

3.1 World Modeling

Consider a workspace, W , which can be either two-dimensional (2D) or

three-dimensional (3D). Mathematically, W = R2 or W = R3 respectively.

The entities of the world are a set, R = {R1, . . . , Rn}, of n robots, which

behave according to a motion strategy, objects and obstacles. Objects are

bodies that can be manipulated (pushed, pulled or carried) by the robots

such as boxes, carts, etc. There are two kinds of obstacles:

• Static obstacles: portions of the world permanently occupied, such as

walls1, stairs, bookshelves, etc.

1Here we consider walls inside the workspace. Walls that bound W are not considered
obstacles, but limits to the robots’ and objects’ positions.

21
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• Dynamic obstacles: portions of the world that move in an uncontrolled

way, for example, people, other robots, etc.

We use a boundary representation in order to geometrically model the

entities of the world. We first assume that entities are (or can be approx-

imated by) rigid polygonal or polyhedral subsets of W . Also, for the sake

of simplicity, assume that entities are at first convex and remember that

non-convex entities can be easily represented by a union of convex ones.

Thus, the ith robot Ri is described by the convex and compact (i.e closed

and bounded) subset Ai ofW . In addition, the obstacles B1, . . . ,Bk and the

movable objects O1, . . . ,Ol are also compact subsets of W .

In a 2D world, convex entities are represented by an intersection ofm half

planes derived from the line equations of each edge. Then, let the vertices of

such entities be given in counterclockwise order and, fj(x, y) = ajx+bjy+cj,

where a, b and c are real numbers, be the line equation that corresponds to

the edge from (xj, yj) to (xj+1, yj+1)
1 and fj(x, y) < 0 for all points to the

left of the edge (Figure 3.1(a)). The convex, polygonal entity, P , can be

expressed as:

P = H1 ∩H2 ∩ · · · ∩Hm , (3.1)

where Hj is the half plane defined as:

Hj = {(x, y) ∈ R2 | fj(x, y) ≤ 0}, 1 ≤ j ≤ m . (3.2)

An example of such a representation for a triangular entity is shown in Fi-

gure 3.1.

1From now on, consider we are using a circular notation or, in other words, j + 1 = 1
for j = m and j − 1 = m for j = 1.
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(x2, y2)

(x1, y1)
+

-

(x1, y1)

(x2, y2)

(x3, y3)

(x2, y2)

(x1, y1)

(x3, y3)

(a) (b) (c)

Figure 3.1: A convex polygonal entity can be represented by the intersection
of planes. (a) – Each edge equation divides the plane into two half planes.
(b) and (c) – a triangular region is formed by the intersection of three half
planes.

Eventually, we may extend our representation to allow non-polygonal,

convex sets of W , in which, Hj in Equation (3.2), would be delimited by

linear and non-linear functions.

3.2 Transformations and Lie Groups

In general, the spacial displacement of an entity P can be described with

respect to the world reference frame {W}, by establishing a reference frame

{P} on P and describing its pose (position and orientation) with respect

to {W} using a homogeneous transformation matrix [Murray et al., 1994].

This transformation matrix can written as:

WTP =





WRP
W rO

01×3 1



 , (3.3)

where WRP is a rotation matrix that transforms the components of vectors

in {P} into components in {W}, and W rO is the position vector of the origin

of {P} with respect to {W}.
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The set of all transformation matrices in R3 is the Lie Group SE(3),

the special Euclidean group of rigid body displacements in three dimen-

sions [Murray et al., 1994]. Thus,

SE(3) =







T|T =





R r

01×3 1



 ,R ∈ R3×3, r ∈ R3,RTR = RRT = I







.

(3.4)

The group SE(3) has many subgroups of interest. Among them, is the

Lie group in two dimensions, SE(2), that is defined by:

SE(2) =







T|T =





R r

01×2 1



 ,R ∈ R2×2, r ∈ R2,RTR = RRT = I







.

(3.5)

Practically, SE(2) is defined by the set of all matrices of the form:

T =











cos θ sin θ x

− sin θ cos θ y

0 0 1











, (3.6)

where θ, x and y ∈ R. Other Lie groups are the subgroups of rotations,

SO(n), n = 2, 3, and translations, T (n), n = 1, 2, 3. As an example, the

groups of rotation and translation in two dimensions, SO(2) and T (2), are

defined, respectively, as the set of all homogeneous transformation matrices

of the form:

TSO(2) =











cos θ sin θ 0

− sin θ cos θ 0

0 0 1











, TT (2) =











1 0 x

0 1 y

0 0 1











. (3.7)



3.3. CONFIGURATION SPACES 25

3.3 Configuration Spaces

A configuration, q, for an entity, P , is a specification of the position of

every point in this entity relative to the world reference frame, {W}. The

minimum number of variables (also called coordinates) to completely specify

the configuration of a entity is called the number of degrees of freedom for

that entity. In a 2D world, a configuration q = (x, y, θ), indicates that the

entity has three degrees of freedom. Each q corresponds to a transformation,

WTP , applied to the entity. The configuration q = (x, y, θ), for instance,

corresponds to a transformation matrix with the form of Equation (3.6). We

will write q ∈ SE(2) to indicate that q is a configuration that corresponds

to translations and rotations in 2D. In the same way, q ∈ T (3) indicate that

q corresponds to translations in a 3D world or, in other words, q = (x, y, z).

Extending our notation, we will write P(q) to represent the entity P at a

configuration q. Thus, Ai(q) will represent the set description of Ri at the

configuration q.

The configuration space or C-space, C, is the set of all possible configu-

rations, q, for a given entity. Thus, any entity can be represented by a point

in the configuration space, with dimension equal to the number of degrees of

freedom of the system. This idea was introduced by [Udapa, 1977] in order

to represent physical robots as points and thus simplify the motion planning

problem. In the configuration space, an obstacle maps to a set of config-

urations, Cobs, which the robot touches or into which the robot penetrates.

Formally, the representation of the obstacle B in the configuration space of

the ith robot is defined as:

Cobs i = {q ∈ C | Ai(q) ∩ B 6= ∅} . (3.8)
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Figure 3.2: (a) – A polygonal robot and an obstacle; (b) – The representation
of the obstacle in the configuration space (Cobs i); (c) – The top view of Cobs i

Figure 3.2 shows an example in SE(2) of the representation of a 5-side

polygonal obstacle in the configuration space of a square robot. The x and y

axes in Figure 3.2(b) represent the possible positions of the reference point,

OR, and the third axis represents rotations in the plane. Each point in the

three dimensional plot represents a possible position and orientation of the

robot. The space outside the solid is a free configuration, F , for the robot

while the solid, Cobs, represents intersections with the obstacle. Finding a

collision-free path for a robot thus corresponds to finding a trajectory (a

sequence of configurations) in the configuration space that does not intersect

any Cobs [Latombe, 1991].
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3.4 Sets

In previous sections we have used sets to model robots, objects and obsta-

cles in the workspace and also their representation in the configuration space.

We now make some definitions of set operations used in other chapters of this

thesis.

Definition 3.1 (Minkowski sum) The Minkowski sum of two sets A and

B is defined as:

A⊕ B = {a+ b|a ∈ A, b ∈ B} .

The Minkowski sum is an operation that preserves set convexity, i.e. the

Minkowski sum of two convex sets is also a convex set. Also, it is well known

that the Minkowski sum of two polygonal sets, A and B, can be computed

in linear time O(l +m), where l and m are the number of edges of A and B
respectively. This two properties turns out to be very useful to prove efficacy

and efficiency of motion planning algorithms. We now define the Minkowski

subtraction as:

Definition 3.2 (Minkowski subtraction) The Minkowski subtraction of

two sets A and B is defined as:

Aª B = {a− b|a ∈ A, b ∈ B} .

As a consequence of Definition 3.2 it can be observed that if A = ∅ then

AªB = ªB = {−b|b ∈ B}. It also can be noticed that: AªB = A⊕ (ªB).

Therefore, the Minkowski subtraction inherits the same properties of the

Minkowski sum.

It can be noticed that a transformation of a set in T (n), n = 1, 2, 3, can be

seen as the Minkowski sum between the set being transformed and a set with
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a single element representing the transformation. Thus, if a set A must be

translated in R2, this transformation can be represented by a configuration

q ∈ T (n) and is expressed as:

C = {q} ⊕ A . (3.9)

Given Equation (3.9) we have the following proposition:

Proposition 3.1 If I = {x|A ∩ (B ⊕ {x}) 6= ∅} then I = Aª B.

Proof:

(⊆) Let y be a generic element of I. By the definition of intersection there

is a z such that z ∈ A and z ∈ (B⊕{y}). Thus, z = b+y, b ∈ B, or, in
other form, y = z − b. Since z ∈ A, y ∈ (AªB). Hence, I ⊆ (AªB).

(⊇) Let y be a generic element of Aª B. Thus, y = a− b, a ∈ A, b ∈ B or

a = b + y. Since for all z ∈ (B ⊕ {y}), z = b + y, we can affirm that

a ∈ (B ⊕ {y}) and therefore A∩ (B ⊕ {y}) 6= ∅. In other words y ∈ I.
Hence, (Aª B) ⊆ I.

Therefore, I = Aª B.
Using Proposition 3.1 it is easy to verify that, for each specific orientation,

the representation of an obstacle B in the configuration space of robot Ri, as

given by Equation (3.8), can be written as:

Cobs i = B ªAi . (3.10)

This is an important result because it provides well known, efficient algo-

rithms and tools to compute and work with Cobs i.
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Another important set operation is the Cartesian product, also know as

cross product, and defined as:

Definition 3.3 (Cartesian product) The Cartesian product of two sets

A and B is defined as:

A× B = {(a, b)|a ∈ A, b ∈ B} .

The cross product is associative, i.e. (A×B)×C = A×(B×C). Therefore,

we can extend this definition to a set A × B × · · · × Z of ordered n-tuples

for any positive integer n. Also, as the Minkowski sum, the cross product

preserves set convexity — the cross product of two convex sets is also convex.

3.5 Robot Motion Planning

The robot motion planning problem can be defined as [Latombe, 1991]:

Definition 3.4 (Robot motion planning problem) Let a single robot R

in the world W be represented by the configuration q ∈ C, and consider

F ⊆ C to be the free configuration space for R. Steer the robot from its initial

configuration q0 ∈ F at time t = t0 to the desired configuration qd ∈ F at

some time t = tf > t0, such that q ∈ F ∀t ∈ (t0, tf ].

This problem consists of three basic subproblems: (i) – computing the

free configuration space, F , by considering the obstacles in W as shown

in Section 3.3; (ii) – generating a path τ , which is a continuous sequence

of configurations in F for R; and (iii) – controlling the robot to follow τ .

Several methodologies have been developed to solve these problems. Some

methodologies solve each problem independently and others solve them si-
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multaneously. A review of methodologies to solve the robot motion planning

problem can be found in [Latombe, 1991].

A very known and practical solution for the previous problem is called

Potential Field Method. In this approach a scalar field Φ(q), called potential

function, is defined over the configuration space C. The negated gradient of

the potential function, −∇Φ(q), is then treated as an artificial force acting

on the robot, and the resultant force may be used to control the robot. The

most basic instance of this approach is to assign an attractive potential to

the goal and a repulsive potential to the obstacles and add them together

in order to compose Φ(q). The integral curves of the vector field formed by

−∇Φ(q), define implicit paths from every start configuration in C to qd.

Typically, Φ(q) is constructed in order to define a control law for the

dynamical system q̇ = u by defining u = −∇Φ(q). Thus, potential field

methods may be considered open loop approaches to motion planning, be-

cause they are based on a model of the environment, but they also may be

viewed as closed loop approaches that rather than simply generating a geo-

metric path, effectively assign forces or velocities to the robot. The closed

loop nature is very important because it makes the planning more robust to

actuator and sensor noise and external disturbances.

The main drawback of most potential field approaches is that, due to the

presence of local minima in the potential function, convergence is not guar-

anteed. However, as proposed in [Rimon and Koditschek, 1992], in a large

number of situations it is possible to construct a special potential function

for which the only minimum lies at qd. This function is called Navigation

Function and is defined as follows [Rimon and Koditschek, 1992].
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Definition 3.5 (Navigation Function) A scalar map Φ : F → [0, 1] is a

navigation function if it is:

1. smooth on F , i.e., it has continuous second-order derivatives;

2. polar at qd, i.e., has a unique minimum on the connected subset of F
containing qd;

3. admissible on F , i.e., uniformly maximal on the boundary of F ;

4. a Morse function, i.e., its Hessian is nonsingular at the critical points.

Requirement 1 is in place because the robot is typically commanded to

track the negated gradient of the potential function and therefore smoothness

is desirable. The other requirements can be used to prove convergence from

almost everywhere in the environment. In spite of this, a few initial states will

not converge to qd. It can be shown that in environments with m obstacles,

a navigation function will have at least m saddle-like critical points, that

are unstable equilibria. At these points ∇Φ(q) = 0, and consequently the

robots following u = −∇Φ(q) would be stuck once they reach a saddle point.

However, due to sensor and actuator noise, these points generally do not

cause problems. A disturbance in the estimation of q would cause the robot

to compute a gradient ∇Φ(q) 6= 0 and scape this local minimum, since the

Hessian of Φ is nonsingular at the critical points (Requirement 4).

Figure 3.3 shows an example of navigation function on a circular

workspace with circular obstacles, M. It can be shown that if there is

a map between a generic environment N to this specific workspace, then

there exists a navigation function on N , and this navigation function can

be obtained by a transformation of the navigation function computed on

M [Rimon and Koditschek, 1992]. The navigation function on the trivial
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Figure 3.3: Equipotential contours of a navigation function in a circular
environment with four circular obstacles.

circular workspace with m obstacles can be computed as:

Φκ(q) =
‖q − qd‖2

[‖q − qd‖κ + β(q)]κ
, (3.11)

β(q) =
m
∏

j=0

βj(q) , (3.12)

where β0 is a function representing the circular boundary of the workspace

with radius ρ0 and center q0 given by:

β0(q) = −‖q − q0‖2 + ρ2
0 , (3.13)

and βj, 1 ≤ j ≤ m are functions representing the obstacles with radius ρj

and center qj given by:

βj(q) = ‖q − qj‖2 − ρ2
j . (3.14)
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The parameter κ in Equation (3.11) controls the smoothness of the func-

tion and its Hessian. It can be show that, for a given workspace,

all undesirable local minima disappear as the parameter κ increases

[Koditschek and Rimon, 1990]. In Figure 3.3, κ = 3 was used.

3.6 Motion Constraints

We consider that the motion of an entity is described by a simple kine-

matic model of the form:

q̇ = f(q, u) (3.15)

where u is the input vector of the system, which exists only if the entity is a

robot.

In real world, the motion of both robots and objects are generaly con-

strained. In this work we will make a distinction between two groups of mo-

tion constraints. The first group, is composed of equality constraints, which

are represented by equations of the form g(q̇, q, t) = 0, where t is time. The

second is the group of inequality constraints, represented by g(q̇, q, t) ≤ 0.

Equality constraints may still be further divided into two groups: holo-

nomic and non-holonomic. Holonomic constraints are those that constrain

the entity’s configuration, q, while non-holonomic are those that constrain the

configuration’s time derivative, q̇, but do not constrain q itself. Holonomic

constraints reduce, while non-holonomic constraints preserve, the number of

degrees of freedom of the system. On the other hand, non-holonomic con-

straints reduce the number of independent velocities for the system.

For an example of holonomic constraint, consider a car moving in a road

with several slopes. Initially, the car may be represented by a configuration

q ∈ SO(3) in relation to a fixed reference frame on the earth, meaning that it
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Figure 3.4: Non-holonomic constraint: The position of the car in the plane
is describe by three coordinates, but its velocity can only be along the vector
v. Thus, the changing rate of the three position coordinates is constrained.

has six degrees of freedom. However, if we consider that the car is constrained

to be at the ground level and ignore suspension’s movements (assume the car

is a rigid body), we can reduce the number of degrees of freedom to three

and represent the car’s configuration by latitude, longitude and heading, for

example. This operation is possible because there is a function g(q), which

is related to the topological map of the road, from which — given latitude,

longitude and heading — it is possible to fully recover q ∈ SO(3). In this

case g(q) = 0 is a holonomic constraint for the system.

As an example of non-holonomic constraints, consider again a car, but

now on a flat surface. The car is represented by a configuration q = (x, y, θ) ∈
SO(2) as shown in Figure 3.4. Since the car cannot instantaneously move

in a lateral direction, the velocity of its center of mass, C, is a vector that

lies along the longitudinal axis (shown by the vector v). In other words, the

velocity component in a direction perpendicular to the motion must be zero:

ẋ sin θ − ẏ cos θ = 0 , (3.16)

which is a non-holonomic constraint for the car.
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In this work we will call non-holonomic systems all movable entities in

W subject to non-holonomic constraints. Also, we will call all entities that

are not subject to non-holonomic constraints, by holonomic systems.

Besides equality constraints, dynamic systems may be subject to inequal-

ities constraints. Consider, again, a real car. Since the linear velocity, V , of

the car is limited, one constraint is clearly V ≤ Vmax, where Vmax is a con-

stant that depends on the car’s maximum torque, road conditions, weather,

etc. If buildings are modelled as m-sided polygons as shown in Section 3.1,

another set of constraints would be fj(q) ≥ 0, 1 ≤ j ≤ m, where q is the car

configuration. This set of constraints is related to collisions between the car

and the buildings. Simply put, they express the fact that building and car

cannot simutaneously the same position in the space.

3.7 Lyapunov Stability

When dealing with motion planning and control algorithms, one is usually

required to show the completeness of the algorithms used. By completeness

we mean that a solution for the problem exists and it is correct. When a

robot with a configuration q is being driven to a configuration qd, for example,

we need to show that within a finite time, tf , q → qd. One way of discussing

and verifying completeness of motion control methods, especially the reactive

ones, is by checking the stability of the resulting closed loop system.

Intuitively, a system is considered unstable if a “small” change in its input

creates a “large” effect in the system’s output. If the resulting effect is also

small, we call it a stable system. In order to provide a precise definition of

stability we first should define two simple concepts:

Definition 3.6 (class K functions) A continuous function f : R+ → R+
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is of class K if it is strictly increasing and f(0) = 0.

Definition 3.7 (locally positive definite functions) A continuous func-

tion g : RN → R is locally positive definite if:

• g(0)=0

• there exists a constant r > 0 and a function f of class K such that:

f(‖x‖) ≤ g(x),∀x ∈ Br (3.17)

where Br is the N dimensional ball with radius r and center in x = 0.

Thus, we can define stability in the sense of Lyapunov using the following

theorem:

Theorem 3.1 (Lyapunov stability theorem) The equilibrium x = 0 of

the differential equation ẋ = f(x) is stable if there exists a locally positive

definite function V : RN → R and a constant r > 0 such that:

V̇ (x) ≤ 0,∀t > t0,∀x ∈ Br (3.18)

where t0 is the initial instant of time.

The proof for the Lyapunov’s theorem is well known and can be found, for

instance, in [Sastry, 1999].

An immediate application for Lyapunov’s theorem is related to the nav-

igation functions introduced in Section 3.5. It turns out that a navigation

function Φ(q) is a Lyapunov function candidate because it is positive definite

with equilibrium point at the goal configuration, qd. By showing that Φ(q) is

a Lyapunov function for a specific robot, we show that the robot will reach

and stay at the goal configuration within a finite amount of time.
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Theorem 3.2 ([Esposito and Kumar, 2002]) A navigation function Φ(q)

with goal in qd is a Lyapunov function for the holonomic robot R with dy-

namics q̇ = u controlled by u = −∇Φ(q).

Proof: Φ(q) is positive definite by the definition of navigation function. We

need to show that Φ̇(q) ≤ 0.

Φ̇(q) =
dΦ

dq
· dq
dt

= ∇Φ(q)· q̇ = ∇Φ(q)·u = −∇Φ(q)·∇Φ(q) = −‖∇Φ(q)‖2 ≤ 0

Hence, Φ̇(q) always decreases along the robot’s trajectory and vanishes at the

goal position where ‖∇Φ(q)‖ = 0. Therefore Φ(q) is a Lyapunov function for

robot R.

3.8 Graphs

A graph G consists of a vertex set V = {v1, v2, . . . vn} and a edge set E ,
where an edge is defined by a relation between a pair of vertices of V . In

this text we will either use eij or (vi, vj) to denote an edge between vertices

vi and vj. In this case we say that vi is a neighbor of vj. The valency of a

vertex is the number of neighbors of this vertex. An edge of the type (vi, vi)

indicates a loop.

Two types of graph are possible: (i) simple graph, when each edge is an

unordered pair (i.e. (vi, vj) = (vj, vi)), and (ii) directed graph, when each

edge is an ordered pair (i.e. (vi, vj) 6= (vj, vi)). In the later one an edge is

called arc or simply directed edge. In a simple graph, in opposition to the

directed one, if vi is a neighbor of vj then vj is a neighbor of vi. For directed

graphs the term valency is extended: in-valency is applied to indicate the

number of edges that points to a vertex, while out-valency indicates the
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number of edges that points from a vertex. Throughout this thesis we will

explicitly mention when we are considering directed graphs, and otherwise

the term “graph” will refer to a simple graph.

A subgraph of a generic graph G is a graph which vertex and edge sets

are subsets of vertex and edge sets of G, respectively. Then, the spanning

subgraph of a generic graph, G, is the graph which vertex set is equal to the

vertex set of G.

A path from vi to vj is a sequence of consecutive vertices starting with vi

and ending with vj such that consecutive vertices are neighbors. We also say

that a graph, G, is connected if there is a path between any two vertices of

the graph, and disconnected otherwise. A cycle is a connected graph where

every vertex has two neighbors. However, “a cycle in a graph G ” refers to a

subgraph of G that is a cycle. An acyclic graph, or tree, is a graph with no

cycles. A spanning subgraph with no cycles is called a spanning tree.

We define now a Hamiltonian Path (HP ) as a path through a graph that

visits each vertex exactly once. One can observe that this subgraph can have

one or none cycles. When all vertices have valency two, it has a cycle and

is called Hamiltonian Cycle (HC). It also can be noticed that for the same

graph G, there may exist several HP s and HCs. In this work we will refer

to either subgraphs as Hamiltonian Graphs (HG). Then, by definition, each

HG is a common spanning subgraph of a set of generic graphs with V as

vertices. Figure 3.5 shows a particular HC for a set of nine vertices as a

spanning subgraph of two different graphs.
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Figure 3.5: Hamiltonian Graph as a common spanning subgraph of two dif-
ferent graphs. The continuous edges represent the edges of the HG while the
dashed ones are the other edges of the graph.
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Chapter 4

Motion Planning with
Cooperative Constraints

Any intelligent fool can make things bigger, more complex,
and more violent. It takes a touch of genius — and a lot of
courage — to move in the opposite direction.

Albert Einstein (1879–1955)

This chapter presents our framework for motion planning and control

of cooperating robots. The problem definition is presented in Section 4.1

and our decentralized solution for a specific theoretical robot is developed

in Section 4.2. Generalization of the approach for generic, real robots is

presented in Section 4.3.

4.1 Problem Definition

The previous chapter introduced the necessary background for a clear

understanding of the problem considered in this thesis. This problem will be

formally defined in this section. We start by extending the motion planning

problem presented in Section 3.5 in order to account for multiple cooperating

mobile robots. The basic multi-robot motion planning problem is to find

a motion plan for all the robots in a group such that each robot reaches

its goal while avoiding collisions with other robots and with the obstacles

41
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in the environment. We define the coordinated motion planning problem,

where besides avoiding collisions, robots need to cooperate and maintain

constraints imposed by the task and other robots in order to reach their

goals [Pereira et al., 2003a, Pereira et al., 2003e].

Definition 4.1 (Coordinated motion planning problem) Consider a

world, W, occupied by a set, R, of n robots. The ith robot Ri can be repre-

sented by a configuration qi in the configuration space C. Let Fi ⊆ C denote

the free configuration space for Ri. Additionally, let CRi
(R\Ri, t) ⊆ Fi denote

Ri’s valid configuration space imposed by its formation constraints. Steer each

robot, Ri, 1 ≤ i ≤ n, from a initial configuration q0
i at time t = t0 to the goal

configuration qdi ∈ Fi at some time t = tf > t0 such that qi ∈ CRi
(R\Ri, t)

∀t ∈ (t0, tf ].

Formation constraints are constraints on individual robots induced by the

other robots in the team. Thus, CRi
(R\Ri, t), i = 1, 2, . . . , n, depend on the

robots’ characteristics, their configurations, and also on the nature of the

task. Notice that our problem statement differs from the previous definition

of multi-robot motion planing problem in the sense that, besides inter-robot

collisions, we consider other kinds of constraints that include, for example,

sensor field-of-view constraints and communication range constraints. It is

interesting to note that our definition of multi-robot motion planning is not

too different from the definition of robot motion planning for a single robot.

While the traditional definition considers the problem of moving the robot in

a limited free space, where the constraints are induced by the (non-controlled)

obstacles in the environment, here part of the valid (free) configuration space

for the robots is also induced by the position of the other robots.

We will show by examples in later chapters that our problem definition is

quite generic, since it captures several cooperative tasks. The basic difference
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among the tasks is the shape of the formation constraints. Consequently, if an

approach to solve a given cooperative problem is conceived, it can be probably

used to solve other problems with minor modifications. In the chapters which

follow we will show how some apparently very different problems can be

solved using the same motion planning approach. This approach will be

discussed in the rest of this chapter.

4.2 Motion Planning Approach

We will now present a methodology to solve the cooperative motion plan-

ning problem defined in Section 4.1 for a planar world W = R2. Instead

of developing one centralized algorithm for coordinating the motion of all

the robots, we develop a decentralized algorithm which allows each robot to

choose its own motion based on the available free space and formation con-

straints. We assume a two-level motion planner. The higher level specifies

a deliberative plan [Arkin, 1998] in terms of previously computed navigation

functions for each robot, and desired neighborhood relationships. Naviga-

tion functions were introduced in Section 3.5. Neighborhood relationships

are pairwise formation constraints that are formalized in Section 4.2.1. The

lower level of the planner is the main focus of this work. We address real

time modification of pre-planned functions computed by the deliberative con-

troller in order to accommodate formation constraints. Before we proceed

further, we will make a few assumptions. Then, in Section 4.3 we will discuss

relaxing these assumptions.

Assumption 4.1 All robots are identical in terms of geometry, and in terms

of capabilities and constraints related to sensing, communication, control,

and mobility.
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Assumption 4.2 The robots are point robots: qi = (xi, yi).

Assumption 4.3 The robots are holonomic. For the ith robot, the dynamical

model is then given by: q̇i = ui .

4.2.1 Neighborhood Relationships

The robot’s physical locations coupled with the characteristics of the

hardware and the requirements of the task dictate the neighborhood relation-

ship for a group of robots. This relationship can be represented by a graph

G, where the robots themselves are the vertices and the relationship itself

is represented by directed edges or arcs. A graph is represented by a tuple

(R, E ,G), whereR is the set of robots, E ⊆ R×R is the edge set representing

the relationship among the robots, and G is the set of constraint functions

that describe the conditions under which each edge is maintained. For each

element of E there is, at least, one corresponding element in G. When, for

example, the task requires interaction between robots Ri and Rj, this inter-

action is represented by the edge eij = (Ri, Rj) ∈ E and a set of functions

Gij ⊆ G, where Gij = {g1(qi, qj) . . . gm(qi, qj)}. In this case we also say that

Rj is a neighbor of Ri. Under the assumption that robots are identical, the

graphs are in general bidirectional and therefore undirected. In this case,

(Ri, Rj) ∈ E is equivalent to (Rj, Ri) ∈ E and Gij = {g1(qi, qj) . . . gm(qi, qj)}
is identical to Gji = {g1(qj, qi) . . . gm(qj, qi)}. We assume that there are no

loops or, in other words, there are no edges of the form (Ri, Ri).

Formation Constraints and Valid Configuration Spaces

For each constraint function in G we associate at least one inequality of the

form gk(qi, qj) ≤ 0, which describes a formation constraint. The existence
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of an edge between Ri and Rj is conditioned to the satisfaction of these

inequalities. Hence, the edge between Ri and Rj is removed from the graph

as soon as, at least one constraint in Gij, say gk(qi, qj), is strictly greater than

zero.

If we use the boundary representation presented in Section 3.1, the set

of functions Gij can be seen as boundaries for configuration spaces. Then,

Gij, is a representation of the region γij in Ri’s configuration space defined

by the intersection of m planar regions as:

γij =
m
⋂

k=1

Hk , (4.1)

where,

Hk = {(qi, qj) ∈ R2 × R2 | gk(qi, qj) ≤ 0}, 1 ≤ k ≤ m. (4.2)

In order to better understand the physical meaning of the constraint set

Gij, suppose Rj is static with fixed position qj = (xj, yj). In this case each

gk(qi, qj) can be written as gk(qi), a function of qi only. Since gk(qi) ≤ 0

describes a condition under which the edge eij is maintained, we can observe

that in order to preserve this edge, qi must belong to the set, γij, represented

by Gij. In this case gk(qi) ≤ 0, 1 ≤ k ≤ m is always satisfied.

For example, consider a group of robots communicating through a wireless

ad hoc network, and that the only task the robots are suppose to perform

is to drive towards their goals while maintaining communication with the

others (this specific task will be addressed in detail in Chapter 5). The

group is represented by its communication graph Gcn. The existence of a

communication link between Ri and Rj is represented by the edge eij and a

single function g(qi, qj), which is directly related to the maximum range of
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their antennas. The communication link between the robots is maintained

only if constraint g(qi, qj) ≤ 0 is satisfied or, in other words, if Ri is within

the communication range of Rj and vice-versa. If we consider identical robots

and omnidirectional antennas, we restrict our attention to undirected graphs

and represent the constraint function g(qi, qj) by a circle with center in qj

and radius r, representing the communication range. Because our graph is

undirect, the constraint induced in Rj, g(qj, qi) can be thought of as another

circle with center qi and radius r. Both circles define regions for qi and qj

where communication between Ri and Rj is guaranteed.

The previous formulation defines a configuration space for a robot Ri in

function of one of its neighbors, Rj, where formation constrains are satisfied.

The intersection of the configuration spaces induced by all neighbors of Ri

defines the region for qi where all neighborhood relationships are maintained.

This is represented as:

Γi =
⋂

k

γik, ∀(Ri, Rk) ∈ E . (4.3)

Analogously to the problem in Definition 4.1, one can see that the region

in the configuration space defined by the constraints in G and represented by

Γi, directly determines the valid configuration space for Ri:

CRi
(R\Ri, t) = Fi ∩ Γi . (4.4)

Section 4.2.2 will show a reactive approach to control the shape of

CRi
(R\Ri, t), 1 ≤ i ≤ n, in order to guarantee that the formation constraints

are satisfied.
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Constraint Activation

A specific constraint gk(qi, qj) ≤ 0 is active when gk(qi, qj) = 0. Then, a

constraint activation means that qi is on the border of Γi and, since gk(qi, qj) is

identical to gk(qj, qi), qj is on the border of Γj. Thus, observe that, regardless

the number of constraints and the number of neighboring robots, when one

constraint is active for robot Ri another identical constraint is active for

one of its neighbors. This observation will be very important in our control

design.

Our objective is to control the robots in order to maintain qi inside Γi.

Hence, when a given constraint is active, our control laws must act in or-

der to prevent qi from moving outside Γi. Thus, in order to account for

sensors and actuators dynamics and uncertainty, instead of considering the

border of Γi as the limit for the activation of the controllers, it would be

adequate to consider a constraint to be activated whenever gk(qi, qj) = δ,

where δ is a negative number. The value of δ is highly dependent on the

task and on the hardware characteristics. Consider, for example, that we

are working with holonomic robots with perfect actuators, but real sensors,

which provide relative positioning to other robots with zero error mean and

standard deviation σ. In this case, δ = −2σ would be a good choice since

this would guarantee that the robots would be aware of constraint activation

in approximately 95% of the cases, by the definition of standard deviation.

In another example, δ could be chosen to take into account different robots’

dynamics. If, for instance, the robots cannot instantaneously respond to the

controller’s output, one suggestion is to choose δ proportional to the robots’

time response.

In this thesis, formation constraints define three regions in the robot’s

configuration space. These regions are hierarchicaly represented as seen in
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Critical Unsafe
g(qi, qj) � 0δ � g(qi, qj) < 0

g(qi, qj) < δ

Safe

Figure 4.1: The activation of the constraints define three regions in the
robots’ configuration space.

Figure 4.1. In the safe region, each constraint satisfies g(qi, qk) < δ. The

region defined by δ ≤ g(qi, qk) < 0 is the critical region for the robot. If

g(qi, qk) ≥ 0 the robot is outside the valid configuration space that we call

unsafe region. Depending on the nature of the constraints, the robots may

not be able to return to the safe region of the configuration space if they

reach the unsafe region. Our decentralized controllers are designed with the

objective of keeping the robots inside the safe configuration space.

Essential and Desirable Relationships

The set Γi is the region of the configuration space where Ri preserves all

current neighbors. However, depending on the nature of the task, Ri does not

need to keep all of its neighbors. We can thus divide the neighboring robots

of Ri into three groups: (i) essential neighbors — robots which relationship

with Ri is necessary for task completion; (ii) desirable neighbors — robots

which relationship with Ri improve the execution of the task; and (iii) non-

essential neighbors — robots which relationship with Ri does not change the

execution of the task.

In our communication example, if each robot keeps communication con-

straints with two other robots, forming a network similar to a ring, we may
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say that all neighbors of a generic robot Ri are essential, because otherwise,

the network will be disconected1. On the other hand, in order to improve

bandwidth and decrease communication delay, it would be good to increase

the number of neighbors of each robot2. In this case, neighbors other than the

essential ones are desirable. If the number of neighbors is further increased,

a situation may happen where adding new robots will not increase the per-

formance of the communication, and therefore they will be non-essential.

The specification of the neighborhood relationships and the form of the

constraints is highly dependent on the task and will be discussed in the

chapters that follow of this thesis.

4.2.2 Decentralized Controllers

Our control system is decentralized and implemented using a set of reac-

tive controllers, one for each space defined by the formation constraints (Fi-

gure 4.1). Each robot switches between these controllers as shown in Figu-

re 4.2. Since switching is governed by constraints activation, it depends on

the relative positioning of a robot with respect to its neighbors. Although the

controller has basically three modes, each mode contain other switched con-

trollers. The basic modes represent the three basic operations necessary for

the completion of the cooperative task: (i) satisfy the formation constraints;

(ii) maintain the constraints while navigating to the goal; and (iii) go to the

goal without any reference to the other robots.

As introduced at the beginning of Section 4.2, a navigation function for

1Actually two robots in the team may have only one essential robot. In this situation
the network will not have a cycle.

2Bandwidth would be increased because more paths would be used between two com-
municating robots. Delays would be reduced because, on average, the number of nodes
between two robots would decrease.
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Achieve GoToGoalMaintain

g(qi, qj) � 0

g(qi, qj) < 0 g(qi, qj) < δ

g(qi, qj) � δ

Figure 4.2: Switched control system with three modes.

solving the non-cooperative problem of steering each individual robot towards

the goal while avoiding static obstacles in the environment is assumed to be

available from a higher level planner.

When robots are cooperating, the formation constraints will force them to

navigate near each to other. Also because they are performing tightly coupled

tasks, their final goals must be reasonably close. Therefore, the gradients of

the navigation functions for neighboring robots are similar. Based on this

observation, our fourth assumption is:

Assumption 4.4 For any pair of cooperating robots, Ri and Rj,∇Φi(qi) ∼=
∇Φj(qj), where Φx is the navigation function for Rx.

This assumption is required for the proof of Proposition 4.2. Obviously,

if the robots have goals that are not close to each other and the robots are

near to their destinations, this assumption is not valid since their navigation

functions might be very different.

We will develop a controller that allows each robot to have up to two

assigned essential neighbors and several desirable ones. In other words it

guarantees connection with up to two robots and attempts to maintain sev-

eral other links. The specification of the neighbors is also available from a

higher level planner. The two essential neighbors of Ri will be denoted by Ra

and Rb. Denote the constraints due to Ra, which have the form gk(qa, qi) ≤ 0,
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by gak and those due to Rb, which have the form gk(qi, qb) ≤ 0 by gbk. In gen-

eral, constraints induced by Rx will be denoted by gxk .

In the Achieve mode each robot tries to move in order to satisfy the con-

straints induced by both Ra and Rb, without using the navigation function.

In other words, the constraints themselves act as potential fields attracting

the robots to each other and forcing them into a feasible configuration that

satisfies all the constraints. The control input in this mode is:

ui = −k1

(

α∇ga + β∇gb
)

, (4.5)

where ∇gx is a unit vector along the gradient of the constraint defined by:

∇gx =
∂gx/∂qi
‖∂gx/∂qi‖

.

∇ga is due to Ra and ∇gb is due to robot Rb. The variables α and β assume

value 1 or 0 depending whether the constraints are active or not, respectively

and k1 is a positive constant.

In the GoToGoal mode, the robots move towards the goal with the

following input:

ui = −k2∇φi , (4.6)

where ∇φi = ∇Φi(qi)/‖∇Φi(qi)‖ is the normalized gradient vector of the

navigation function Φi(qi). As mentioned before, it is a deliberative controller

with a pre-planned navigation function that guides the robots toward the

goal. In this mode, no information of other robots is used.

In the Maintain mode, a robot attempts to navigate toward the goal

while maintaining the formation constraints. The control input for this state
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Ri

Figure 4.3: η is chosen in order to avoid Ri to move in a direction contrary to
∇ga and ∇gb. Only the constraint relative to ∇ga is illustrated by simplicity.
Observe that a small η was chosen such that ∇ga∇gb + η∇ga∑ cj∇hj <
−∇ga

is given by:

ui = −k1

(

α∇ga + β∇gb + η
∑

j

cj∇gj
)

− k2∇φi , (4.7)

where k2 > 3k1 in order to guarantee convergence to the goal, as will be

shown later in the proof of Proposition 4.2. In this equation α, β, and cj can

each be 0 or 1. When g ≤ δ, the value 0 is assigned, and when g > δ the

value 1 is assigned. The summation
∑

cj∇gj is the part of the control action

due to the desirable edges in the graph and corresponds to the summation

of the active constraints induced by the desirable neighbors of Ri. The non-

negative gain η must be properly chosen in order to satisfy the following

constraints:

−1 < αβ∇ga∇gb + ηβ∇gb
∑

cj∇gj ≤ 2

−1 < αβ∇ga∇gb + ηα∇ga
∑

cj∇gj ≤ 2 (4.8)

As shown in Figure 4.3, these two constraints for η are used in order to

guarantee, by controlling the magnitude of η
∑

cj∇gj, that (i) the robots
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Ri

∇Φ(qi)
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Figure 4.4: Block diagram of the system.

will never go in directions contrary to ∇ga and ∇gb, and (ii) the robots will

never go in directions contrary to ∇φi. The value of η can then be computed

as the maximum non-negative value that satisfies the constraints using an

optimization algorithm. Observe that η is zero when ∇ga and ∇gb are anti-

parallel vectors. In this case, the robots give up keeping the desirable links

and only worry about the necessary ones.

Observe that Equation (4.7) includes the two other control modes. If

k2 = η = 0 it becomes Equation (4.5) and if k1 = 0 it becomes Equation (4.6).

Hence, the previous control system can be represented by a single block

diagram such as the one shown in Figure 4.4. In this figure the block Verify

Constraints is responsible for choosing one of three controllers to be used to

control de robot. Notice that this block is in the part of the system that we

call Controller. This is the reactive part of the robot control system while

Planner is the deliberative one. The planner includes navigation function

and graph design.

Control laws (4.5), (4.6) and (4.7) solve the n problems of individually

leading the robots to their goals while guaranteeing the formation constraints

are satisfied.
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Proposition 4.1 If the robots start in a feasible configuration, i.e., a con-

figuration which satisfies all formation constraints, the switched control law

represented by (4.5), (4.6) and (4.7) guarantees that those constraints are

satisfied during the motion of the robots.

Proof: We consider a generic constraint involving a generic pair of robots Ri

and Rj, g(qi, qj) ≤ δ, and show when the constraint is active, the control

input makes ġ(qi, qj) ≤ 0. The time derivative of g(qi, qj) is given by:

ġ(qi, qj) =
∂g

∂qi
q̇i +

∂g

∂qj
q̇j . (4.9)

For the ith robot, if g(qi, qj) is active, then for the jth robot, g(qj, qi) is also

active. In the control law (4.7), ∇ga = ∇gj for Ri and ∇gb = ∇gi = −∇gj

for Rj. Let ∇gα be the term associated with the constraint induced by the

other necessary neighbor of Ri and ∇gβ be the term associated with the

constraint induced by the other necessary neighbor of Rj. Substituting for

q̇i and q̇j in (4.9) from (4.7), the time derivative of g(qi, qj) is given by:

ġj(qi, qk) =
∂g

∂qi
·
[

−k1

(

a∇gα +∇gj + ηi
∑

ck∇gk
)

− k2∇φi
]

+

+
∂g

∂qj
·
[

−k1

(

−∇gj + b∇gβ + ηj
∑

cl∇gl
)

− k2∇φj
]

=

∥

∥

∥

∥

∂g

∂qi

∥

∥

∥

∥

∇gkj ·
[

−k1

(

a∇gα +∇gj + ηi
∑

ck∇gk
)

− k2∇φi
]

+

−
∥

∥

∥

∥

∂g

∂qi

∥

∥

∥

∥

∇gkj ·
[

−k1

(

−∇gj + b∇gβ + ηj
∑

cl∇gl
)

− k2∇φj
]

=

∥

∥

∥

∥

∂g

∂qi

∥

∥

∥

∥

[

−k1

(

∇gj · ∇gj + a∇gj · ∇gα + ηi g
j ·
∑

ck∇gk
)

+

− k2∇gj · ∇φi+

− k1

(

(−∇gj) · (−∇gj) + b(−∇gj) · ∇gβ + ηj(−∇gj) ·
∑

cl∇gl
)

+

− k2 (−∇gj) · ∇φj
]

.
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Under the assumption that ∇φi = ∇φj we have:

ġ(qi, qkj) =−
∥

∥

∥

∥

∂g

∂qi

∥

∥

∥

∥

[

k1

(

1 + a∇gj · ∇gα + ηi∇gj ·
∑

ck∇gk
)

+

+k1

(

1 + b(−∇gj) · ∇gβ + ηk(−∇gj) ·
∑

cl∇gl
)]

≤ 0 ,

since ηi and ηk were chosen in order to satisfy constraints (4.8).

If ∇φi 6= ∇φj eventually, ġ(qi, qk) > 0. In these cases, at a certain

configuration, we can have the activation of the constraint g(qi, qj) ≤ δ and

consequently the control will switch to the Achieve mode. The control law

in this mode assumes that ∇vi = ∇vj = 0, what results, by the previous

conclusion, that the constraints are preserved. Therefore, given the initial

conditions, g(qi, qk) ≤ 0, for all 1 ≤ i ≤ n and k ∈ {l, r}, and the fact that

the derivatives ġ(qi, qj) ≤ 0 when the this constraint is active, the proposition

is proved.

Proposition 4.2 If the robots’ start and goal positions are valid configura-

tions and during the motion the gradient of the navigation function of two

neighboring robots can be considered the same, the switched control law rep-

resented by (4.5), (4.6) and (4.7) leads the robots to their respective goals.

Proof: Observe by the proof of Proposition 4.1 that if the robots’ initial

configuration satisfies g(qi, qr) ≤ δ and ∇φk = ∇φi, then they will never

switch to the Achieve mode of the control law. Then, only equations (4.7)

and (4.6) will be used as control inputs. Thus, observe that Φi(qi), which is

locally positive definite, is a common Lyapunov function for both modes:

dΦi(qi)

dt
= Φ̇i(qi) = ∇Φi · q̇i = ∇Φ · ui , (4.10)
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GoToGoal Mode:

Φ̇i = ∇Φi · ui = −k2‖∇Φi‖ · ∇φi · ∇φi = −k2‖∇Φi‖2 ≤ 0 ,

Maintain Mode:

Φ̇i = −∇Φi

[

k1

(

a∇gr + b∇gl + ηi
∑

cj∇gj
)

+ k2∇φi
]

= −‖∇Φi‖ · ∇φi
[

k1

(

a∇gr + b∇gl + ηi
∑

cj∇gj
)

+ k2∇φi
]

= −‖∇Φi‖
[

k1

(

a∇φi · ∇gr + b∇φi · ∇gl + ηi∇φi
∑

cj∇gj
)

+

+ k2∇φi · ∇φi
]

≤ 0 ,

since constraints (4.8) guarantee ηi such that the term in parenthesis is non-

negative and smaller than or equal to 3, and k2 > 3k1 . Therefore, in these

two modes the control law are free of local minima, since ∇Φi = 0 if and

only if qi = qdi by the definition of the navigation function.

One may question the assumption that Φi(qi) = Φk(qk), which underlies

the validity of Proposition 4.2. Although the validity of this assumption may

be questioned, it is a good assumption when the robots are far away from

their respective destinations, as discussed in the beginning of this subsection.

Also, it is important to notice that convergence to the goal will only be

guaranteed if the constraints are satisfied when the robots are at the goal

position. More specifically:

(

qd1 , q
d
2 , . . . , q

d
n

)

∈ CR1(t)× CR2(t)× · · · × CRn
(t) , (4.11)

for t→∞. If this constraint is not satisfied, the robots would need to eventu-

ally violate the formation constraints in order to reach their goals. Since this

is not allowed by our controllers, as shown in the proof of Proposition 4.1, the

robots will be stuck in a local minima introduced by the Achieve mode of
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the controller. If this behavior is not acceptable, a high level planner should

act and change the graph, G, which define the neighborhood relationship,

during task execution.

It is more difficult to prove that the control law (4.5) in the Achive mode

leads to a condition where all constraints are satisfied. The main difficulty

come from the fact that no potential function is used and therefore obstacles

are not avoided. However, this problem can be avoided if the robots start

in favorable initial conditions. The specification of a controller to initially

position the robots is a direction of future research.

4.3 Extension to Real Robots

Our control laws were derived under Assumptions 4.1 – 4.3. However,

at least one of these assumptions does not hold for most real robots, and

therefore it is natural to ask whether our methodology can be applied for

other kinds of robots.

Assumption 4.1, which is relative to identical neighboring robots, cannot

be entirely relaxed in applications where formation constraints depend on

the physical characteristics of the robots. It happens because our proofs

need the constraints for both neighboring robots to be simultaneously active

and therefore, they need to be identical. However, a simple way to avoid

this problem is to choose common constraints for each pair of robots. For

example, consider a group of robots maintaining communication constraints.

In this case, it is important that the robots’ antennas present the same

characteristics. If they do not, a very good approximation is to use the

constraints related to the lower performance antenna of the two neighboring

robots. For this specific situation, other differences such as mobility, size of
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the robots, and so on, do not affect the algorithm.

Assumption 4.2 , which considers point robots, is easily relaxed if the

obstacles are dilated by the size of the robots before the navigation function

construction, as shown in Section 3.3. Some constraints may also need to be

changed depending on the robot’s shape. We will address this issue in the

next chapters, using specific examples.

Assumption 4.3 is more difficult to relax. For non-holonomic robots, ui,

which is a two dimensional vector, can be used as set-point for controllers

that account for non-holonomic constraints. In the next subsection we derive

one of these controllers.

4.3.1 Non-Holonomic Robots

As mentioned before, because these systems are underactuated, we cannot

directly apply our methodology for non-holonomic robots. Our proposal is

simply apply some form of feedback linearization [Sastry, 1999] in order to

use the ideal holonomic input to obtain an input for the non-holonomic robot.

We cannot prove that constraints will always be satisfied but, from a practical

standpoint, we still have the activation values δ that can be varied in order

to compensate for differences in the robots dynamics.

In order to derive a controller for a non-holonomic robot, consider that

its kinematic model is given by:











ẋ

ẏ

θ̇











=











cos θ 0

sin θ 0

0 1















v

ω



 (4.12)

where x and y are described with respect to a fixed reference frame {U} and

θ is the orientation of the robot frame {R} in relation to {U} (see Figure 4.5).
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Y R

d
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Yu

θ

p

{U}

{R}

Figure 4.5: A non-holonomic robot.

The linear and angular velocities, v and ω respectively, are the robot’s input.

A natural output, z, for the system is the robot’s position (x, y) in relation

to {U}. The time derivative of the output is then:

ż =





ẋ

ẏ



 =





cos θ 0

sin θ 0









v

ω



 = A





v

ω



 . (4.13)

We can not use Equation (4.13) to solve our control problem using feedback

linearization because one of the inputs (angular velocity) does not appear

explicitly. In other words, the decoupling matrix of the system,A, is singular.

A possible way to circumvent this problem, which is shown in Figure 4.5, is

to redefine the system output to be (xp, yp) = (x+ d cos θ, y + d sin θ) which

corresponds to the coordinates of a point p located at position (d, 0) in the

robot reference frame. Using this point, the derivative of the output can be

rewritten as:

ż =





ẋ+ d θ̇ sin θ

ẏ − d θ̇ cos θ



 =





cos θ +d sin θ

sin θ −d cos θ









v

ω



 = A





v

ω



 . (4.14)

Since the determinant of A is equal to −d 6= 0, we can solve Equation (4.14)
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for the inputs as:





v

ω



 = A−1ż =





cos θ sin θ

− sin θ
d

cos θ
d



 ż . (4.15)

Therefore, if we consider that the original velocity vector ui is applied

to p, and not to the center of the robot, we can control the non-holonomic

robot using w and v given by:





v

ω



 =





cos θ sin θ

− sin θ
d

cos θ
d



 ui . (4.16)

Since ui may be calculated in the robot’s reference frame, we can assume

that the origin of {U} is located at the point p fixed to the robot body and

the Xu axis is always parallel to ui. In this way, the y component of ui can be

considered to be null and θ is the angle between ui and XR. We can rewrite

our control law as:




v

ω



 =





k ẋu cos θ

−k ẋu
d

sin θ



 ui . (4.17)

The next three chapters show examples of cooperative tasks using the

approach presented in this chapter. Experimental results with cooperating

polygonal non-holonomic robots and also with circular holonomic robots are

shown.



Chapter 5

Application to Sensing and
Communication

This chapter presents the first application of the methodology presented

in Chapter 4. Communication and sensing requirements are used to con-

strain the robots’ motion in a simple go-to-goal task. Section 5.1 presents

an introduction and a literature review. A discussion about neighborhood

relationships for this specific task is found in Section 5.2. The use of the con-

trol laws presented in Chapter 4 for maintaining sensing and communication

is addressed in Section 5.3. Experiments are presented in Section 5.4, and

concluding remarks in Section 5.5.

5.1 Introduction

Cooperating mobile robots interact with each other using either sensor

observations or deliberate exchange of messages through a wireless network.

A fundamental limitation related to these forms of interaction among robots

is the limited field of view of the physical sensors and the limited range of

transmitters and receivers. When communication is essential to the comple-

tion of the specified task, the robots must move in order to maintain such

constraints. In this chapter, we address the problem of controlling the mo-

tion of a team of mobile robots subject to such communication and sensing

61



62 CHAPTER 5. APPLICATION TO SENSING AND COMMUNICATION

constraints using the formation constraints introduced in Chapter 4.

Just a few works explicitly consider the problem of planning and con-

trolling multiple mobile robots’s motion by taking into account sensing and

communication constraints. Actually, as discussed in [Ando et al., 1995], the

correctness proofs of the algorithms for robots with limited visibility of its

teammates can be considerably more complex than those for robots with

unlimited visibility. In that paper, the authors propose a reactive algorithm

to move a set of robots to a single point while maintaining connectivity of

a sensing graph. In [Pimentel, 2002], the author proposes a methodology

where each robot has a local planning algorithm that continuously provide

local optimal actions based on a prediction model of a near-future commu-

nication network topology. Prediction is based on local state information

broadcasted by each robot in the team. The algorithm is evaluated for a

search and rescue task. More recently, [Lian and Murray, 2003] proposed

the use of constraints induced by the range of sensing and communication

devices in a real-time trajectory generator. Since trajectory generators may

include other constraints such as obstacles in the environments, their ap-

proach presents guarantees for task completion. They show, in simulation,

results where a group of robots is coordinated in order to perform go-to-goal

like tasks.

As mentioned before, we use reactive controllers to “replan” the

robots trajectories in real time. Due to the properties of the naviga-

tion function discussed in Chapter 3, we basically achieve the same results

of [Lian and Murray, 2003] in relation to completeness and stability. Our

approach is totally decentralized. Therefore, because no communication is

necessary, our system is able to guarantee connectivity even in the presence

of communication faults such as delays, interference, etc. Also, in contrast
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to [Pimentel, 2002] that requires O(n2) communication, where n is the num-

ber of robots, in our approach the communication channels can be totally

dedicated to higher level applications.

5.2 Sensing and Communication Networks

In this chapter, robots relationships are defined by sensing and commu-

nication networks. These networks can be represented by two graphs, Gsn

and Gcn, where the robots themselves are the vertices of both graphs and the

flow of information between the vertices are represented by the edges. Notice

that since sensing and communication devices have different characteristics,

the graphs Gsn and Gcn will have different edge sets. Each graph is repre-

sented by a triple (R, E ,G), where the edge set represents communication

(or sensing) links among robots. Because we consider identical robots and

omnidirectional devices, we can restrict our attention to undirected graphs.

Then, (Ri, Rj) ∈ E is equivalent to (Rj, Ri) ∈ E and g(qi, qj) ∈ G is iden-

tical to g(qj, qi) ∈ G. Also, there are no edges of the form (Ri, Ri), which

physically would make no sense.

For most communication algorithms, vertices in a communication graph

may be seen as routers that provide communication between two other ver-

tices even if they are not neighbors. The same kind of behavior can be ob-

served in several sensing algorithms, such as the one presented in Apendix B.

Then, we now use the concept of Hamiltonian Graph (HG) defined in Chap-

ter 3 as a connected subgraph of a graph G where each vertex has up to two

neighbors. Routing algorithms can take advantage of the existence of HG s

in order to create channels of communication between any two vertices of the

graph, since the existence of a path is guaranteed.
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We are interested in moving the robots in such a way they complete

their tasks and also maintain communication with their teammates. Thus,

based on the definition of HG it is easy to verify that we can guarantee

communication in a group of n robots if we constrain the robots movements

so that there is always at least one HG of n vertices. Furthermore, it is

also desirable that other edges are maintained, not only to increase system

robustness to agents failures, but also to avoid communication problems such

as traffic, delays, routing, etc. In sensing algorithms, edges in the graph

can be thought of as constraints for optimization algorithms. Even though

only some of them are necessary for algorithm execution, the more edges are

available the more precise will be the optimization, as discussed in Apendix B.

Thus, as in Chapter 4, we call the edges of the HG by essential links and all

the remaining edges in E by desirable links.

5.2.1 Formation Constraints

As discussed earlier, we assume that the graphs Gcn and Gsn, and there-

fore E , are specified by a higher-level planner. To each edge (Ri, Rk) ∈ E ,
we associate a formation constraint for Ri induced by Rk as a inequality

of the form g(qi, qk) ≤ 0, where g(qi, qk) ∈ G. In general g(qi, qk) could be

any convex, differentiable function, but under the assumptions of omnidirec-

tional devices and circular robots, all elements of G are represented by circles.

Then, g(qi, qk) = (xi−xk)
2 +(yi− yk)

2− r2
k. A constraint is said to be active

when g(qi, qk) = δx, where δx is a negative number that can be thought of as

a threshold. The constant δx defines the radius of the circular constraint.

We consider that a generic robot Rk induces three constraints in Ri. First,

we have a hard sensing or communication constraint given by g(qi, qk) ≤ δ1,

beyond which connectivity between Rk and Ri is lost. While δ1 could be set
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Rk

Ri

Figure 5.1: Formation constraints: Rk induces constraints on the position
of Ri. If Ri is inside the circle defined by g ≤ δ1 (outer dashed circle),
connectivity with Rk is guaranteed. The gray area defined by g > δ3 and
g < δ2 is a safe configuration space for Ri, where collisions are avoided and
connectivity is maintained.

to zero, it is best, in order to be robust to sensing errors, to keep it at a small,

negative value. Second, we have a soft sensing or communication constraint

given by g(qi, qk) ≤ δ2. This is assumed to delineate a range within which

the performance of the communication or sensing link is optimal. Finally,

we have the avoidance constraint g(qi, qk) ≥ δ3, which prevents a robot to

be very close to another1. Observe that δ3 < δ2 < δ1 < 0. Figure 5.1 shows

a picture of Ri constraints induced by Rk. Each neighbor of Ri induces a

similar set of constraints.

5.3 Planning and Control

In order to control the robots, the methodology in Chapter 4 can be

directly applied. The task planning will consist of two steps (i) – navigation

function construction, and (ii) – neighborhood or networking assignment.

1For non-point robots, the robot shape itself can be considered a forth constraint, which
is a collision constraint.
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The construction of the navigation function is performed independently

by each robot based on maps of the environment. However, if we want all

robots in the group to reach their goals while keeping the constraints, the re-

lationship in Equation (4.11) should be satisfied. This indicates that at least

the decision concerning goal positions must be performed in a centralized

fashion.

The problem of neighborhood assignment is also a difficult task to be

executed in a decentralized manner, since global knowledge about the robots

position is necessary. We propose a heuristic that should work for most of

cases. This heuristic is based on two steps (i) selecting the Hamiltonian

graph and (ii) selecting the desirable links.

HG Selection

Selecting the HG is an operation that involves global knowledge of the

group position. Hence, more resources, such as communication bandwidth,

processing time and power need to be used. Because of its cost, the algorithm

should be used only once, or only when it is necessary during the execution

of the task (e.g.: only when one of the robots dies or one new robot is

incorporated).

In the first step of the algorithm the robots discover the graph topology

by “flooding” the network with packages and listening to the answers. Each

robot broadcast special packages to its neighbors, which mark the pack-

ages with their identifications (IDs) and retransmit it. Eventually, each

package will arrive back at its origin containing the information associated

with the robots that retransmit it. By examining several packages each

robot can estimate the network topology. This is a traditional technique

to determine network topologies and may be substituted by more efficient
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ones [Lowekamp et al., 2000]. Based on the recovered topology, each robot

determines n (or what they think it is) and the IDs of its teammates. One of

the robots is then chosen to execute the computation, in case of centralized

algorithms, or to coordinate the algorithms, in case of parallel ones. Leader

election algorithms, such as the one presented in [Das et al., 2002a], may be

used in this process.

Exact algorithms for finding a Hamiltonian Cycle areNP -complete. How-

ever, there exist heuristics and parallel algorithms which may be used to

improve the computation [MacKenzie and Stout, 1993]. The only necessary

condition for these algorithms is the existence of at least oneHC. In this case,

if no solution is found within a fixed amount time, it is assumed that there

is no HC in the graph and the robots will need to move in order to create

more connections. Because Hamiltonian Cycles are Hamiltonian Paths with

cycles, the problem of finding non-cyclic Hamiltonian Paths can be solved

by including “fake” links between vertices with valency 1 (in order to create

loops in the graph) and using the same algorithm to solve the problem.

Desirable Links Selection

An easy and obvious way to determine which are desirable links is con-

sidering all existing links as such. In this way the robots try to maintain only

the current links and, consequently, as soon as a link is broken, it is no longer

considered to be desirable. Another simple solution is considering that only

the links with the m closest robots are important. In this case, because the

gradient of the desirable link constraints are summed together in (4.7), the

smaller the value of m, the larger the probability of maintaining the links.

A more complex way of selecting links is based on routing and com-

munication algorithms. In this case desirable links are those which makes
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communication simpler and more efficient. In certain tasks, for example, it

might be necessary to increase the bandwidth between two specific nodes

and, therefore, some specific links could be considered as desirable.

5.4 Experimental Results

In order to validate our methodology we performed experiments with

two multi-robot teams: (i) a team with five non-holonomic, car-like robots,

equipped with omnidirectional cameras; and (ii) a team of four holonomic

robots. Details of both teams are described in Apendix A. Videos of the

experiments can be found in [Pereira, 2003].

5.4.1 Non-holonomic robots

Each of the non-holonomic robots in the team use its omnidirectional vi-

sion system in order to perform relative localization. Absolute localization in

the workspace is obtained by fusing the information from the omnidirectional

cameras with data from an overhead camera. These sensor fusion algorithm

is described in Apendix B. A limitation of the omnidirectional cameras used

by the robots is that their resolution decrease with the distance of the ob-

jects. At 2m, for instance, the projection of an observed robot in the image

plane is only one pixel in size. Due to this shortcoming, the robots must

keep sensing constraints with respect to their neighbors in order to correctly

localize themselves with respect to each other.

Figure 5.3 shows six snapshots of our first experiment. In this experiment

Gsn was specified such that R1 and R3 are neighbors of R2 but not neighbors

of each other as shown in Figure 5.2. The equipotential contours of the

navigation function for R3 is shown in all snapshots. Figure 5.3(a) shows
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R3R1 R2

Figure 5.2: Sensing graph for the experiment in Figure 5.3.

that R1 was initialized outside the sensing region of R2, which was set to be

1.5m, and hence in an unsafe configuration space. Observe that this region

is smaller than the one where the robots cannot actually detect the others (a

circle of approximately 2m), and therefore immediately outside its critical

region of the configuration space they still can perform localization. The next

snapshot shows that the robots move to satisfy this constraint. Figure 5.3(c)

shows R2 and R3 very close two each other. The activation of the avoidance

constraints is then followed by a repulsion (Figure 5.3(d)).

In another experiment we consider the deployment of a sensing network

of five robots. Figure 5.5 shows four snapshots of the experiment where,

all robots follow the same navigation function. This figure illustrates how a

local minimum introduced by the Achieve mode of the controller may be

used to deploy the network. The robots have to maintain communication

constraints with two other neighbors forming a chain. The sensing graph is

then a Hamiltonian Path where one of the vertices is a static base as shown

in Figure 5.4. In our case the first robot is static and plays the role of base.

Consequently, only one of the robots reach the goal but, as a side effect, a

communication link is built between the base and the goal.
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Figure 5.3: Three robots following their navigation functions while maintain
sensing constraints with at least another robot. Ground truth data (trailing
solid lines behind each robot) is overlaid on the equipotential contours of the
navigation function for R3.
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R3R1 R2 R5R4

Figure 5.4: Sensing graph for the experiment in Figure 5.5. The gray vertex
is a static robot.
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Figure 5.5: Deploying a mobile sensor network with five nodes. Figures (a)–
(d) show four snapshots of the same experiment. One of the robots is static
and is considered a base. Ground truth data is overlaid on the equipotential
contours of the navigation function for the robots.
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5.4.2 Holonomic robots

The second set of experiments presented in this chapter were performed

with a team of holonomic robots. These robots do not have local sensors

or communication devices (see Apendix A) and are controlled remotely by

a computer that relies on an overhead camera to localize the robots in the

environment. However, a task that involves the same constraints of sensing

and communication is flocking [Reynolds, 1987]. In this task a group of

robots is suppose to move from a initial region of the free configuration

space to another region. In order to move as a group the robots must keep

a maximum distance from their neighbors and also avoid possible collisions

with static obstacles and with other robots. Figure 5.6 shows trajectories

of three holonomic robots flocking from a initial position at time equals to

t0, to a final goal at tf in an environment with a single circular obstacle.

As proposed in our methodology, a navigation function was independently

constructed for each robot. Because the navigation function defines paths

from every free configuration to the desirable configuration, observe in Figu-

re 5.6 that at t0, R2 could move towards the goal taking either side of the

obstacle. However, due to formation constraints the robots travel together

to the goal area.

For the experiment shown in Figure 5.6, graph G was set to be a com-

plete triangular graph (see Figure 5.7) with two constraints per edge: (i) an

avoidance constraint represented by a circle with 24 cm of diameter and (ii) a

maximum distance constraint represented by a circle with 45 cm of diameter.

Inside the first and outside the second circle, which are centered in each of

its neighbors, each robot is in the unsafe region of its configuration space and

consequently in the Achieve mode of the controller.

In order to evaluate the effect of possible differences in gradients of nav-
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Figure 5.6: Three holonomic circular robots flocking from initial configura-
tions to a target region avoiding a single circular obstacle. The dashed lines
represent both the collision and the maximum distance constraints.

igation functions for each robot (what is contrary to Assumption 4.1), and

also the effect of different values of the threshold δ, we have executed several

trials and obtained quantitative results. We have chosen four sets of values

for δ. In the first set, the robots enter in the critical region of the configura-

tion space (and consequently switch to the Maintain mode of the controller)

when they are outside a circle with diameter of 37 cm or inside a circle with

diameter of 33 cm, centered in their neighbors. In the second set of values

these circles were set to have 40 cm and 30 cm of diameter respectively, and

in the third set they have diameters 42 cm and 27 cm. In the forth set, the

critical region of the configuration space was made very small with circles

diameters set be 44 cm and 25 cm respectively. The differences among these

four sets of values can be visualized in Figure 5.8, where the regions of the
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R1

R2 R3

Figure 5.7: Constraint graph for the experiment in Figure 5.6.

(a) (b) (c) (d)

Figure 5.8: The four different sets of values for δ used in the experiments. The
dashed lines delimit valid configuration space represented by g(qi, qj) < 0,
and the continuous lines represent g(qi, qj) = δ. The shadowed dark areas
represent the safe regions of the configuration space and the shadowed light
regions are the critical configuration spaces. (a) – Set 1, (b) – Set 2, (c) –
Set 3, and (d) – Set 4.

configuration space were plotted to scale.

For each value of δ we have performed 20 runs in a single obstacle environ-

ment (Figure 5.6). In all runs the robots were initialized in the same region

of the workspace but not in the same exact configuration (due to positioning

errors). After entering for the first time in the critical or safe regions of their

respective configuration spaces (and therefore satisfying the constraints), the

percentage of time each robot spent in each region was computed and is

shown in Table 5.1. An average of these values for each experiment is plot-

ted in Figure 5.9. Despite the time the three robots stayed in their unsafe

spaces, in all 80 runs (20 for each set) the robots successfully completed their

tasks and reached their goals.
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Table 5.1: Percentage of time in each region of the configuration space for
four different sets of values for δ: Set 1 – big δ, large critical regions; Sets 2
an 3 – intermediate values of δ; Set 4 – small δ, small critical regions.

Configuration Space R1 R2 R3

Safe (%) 21.16 19.71 16.08
Set 1 Critical (%) 77.24 79.80 83.05

Unsafe (%) 1.60 0.49 0.87
Safe (%) 63.77 67.66 60.94

Set 2 Critical (%) 33.76 31.78 36.81
Unsafe (%) 2.47 0.56 2.25

Safe (%) 78.10 81.08 77.62
Set 3 Critical (%) 20.30 18.39 21.08

Unsafe (%) 1.60 0.53 1.30
Safe (%) 76.81 77.17 78.17

Set 4 Critical (%) 10.22 10.56 10.91
Unsafe (%) 12.98 12.27 10.92

The first observation from Table 5.1 is that Assumption 4.1 is either a

good approximation or it is actually not necessary when the robots have

enough time to respond to an active constraint. Observe that, except for

set 4 where the critical region is very small, the control laws in the Mantain

mode (relative to the critical region of the configuration space) are sufficient

to prevent the system to move to its unsafe space. This conclusion come from

the small percentage of time that the robots stay in their unsafe regions of

the configuration space.

The results also show that robots behaviors change when the relative

sizes of their configuration space regions vary. When the critical region is

relatively large (set 1), the robots stay a large percentage of time in the

Maintain mode. Apparently it is not a big problem since we have proved

that in this mode the robots are still following their navigation functions.

However, the time of completion of the whole mission can be compromised,

since they are not moving in the best direction, given by the gradient of
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Figure 5.9: Effect of δ in the mean time the robots spend in each region of
their configuration spaces. The value of δ increases from experiment 1 to 4.

the navigation function. This can be observed in Table 5.2 where the mean

completion time for each set of experiments is shown. Observe, by comparing

experiment sets 1, 2 and 3 that smaller is the time the robots stay in their

Maintain mode, smaller is the time of completion. By Table 5.2 one can

also notice that time of completion is very compromised when the robots

enter in their unsafe configuration spaces, as is the case in the forth set of

experiments. It happens because, in the unsafe space, the robots completely

forget the navigation function they are following in order to rapidly satisfy

the constraints. By acting like this, the robots may even move in a direction

contrary to the gradient of the navigation function.

Results in Figure 5.10 are equivalent to the ones in Figure 5.9, but now we
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Table 5.2: Time of completion for each set of experiments.
Set 1 Set 2 Set 3 Set 4

Mean time (s) 38.67 34.90 34.60 41.64
Standard deviation (s) 2.46 1.55 1.74 5.74

have independently plotted the percentage of time each of the two constraints

was active. Then, in Figure 5.10, the term “close” is relative to the avoidance

constraint and the term “far” is relative to the maximum distance constraint.

“Unsafe-close”, for example, is relative to collisions among the robots. One

can observe in Figure 5.10 that the avoidance constraint is more likely to

be violated than the maximum distance one. This is because environment

and goal positions favor situations where the robots cluster together rather

than situations where they are far from each other. Apart from that, it turns

out to be very difficult to compare the efficiency of the controller relative to

the nature of the constraints. An important result would be to compare the

effect of the convexity of the constraint. In this case de avoidance constraint

is concave and the maximum distance constraint is convex. With the present

results it seems that the controller presents almost the same efficiency for

both constraints. The study of situations where the constraints are equally

activated is left as future work.

Finally, by Figures 5.9 and 5.10, it can be observed that, among the δs

tested, set 3 present the best results, since it yields the smallest percentage

of time in the unsafe space and the largest amount of time in the safe space.

Consequently, this situation is the one that presents the smallest time of

completion (Table 5.2). Notice that safe regions that are smaller or bigger

than the one in set 3 (Figure 5.8) present poorest performance. This is

probably an indication that convex optimization can be used in real time to

set the best value for δ. This is left as future work.



78 CHAPTER 5. APPLICATION TO SENSING AND COMMUNICATION

1 2 3 4
0

10

20

30

40

50

60

70

80
Fr

ac
tio

n 
of

 ti
m

e 
(%

)

Experiment number

Unsafe − close
Critical − close
Safe
Critical − far
Unsafe − far

Figure 5.10: This figure shows the same results in Figure 5.9 but now critical
and unsafe spaces were divided in two groups: (i) close – relative to the
concave, avoidance constraint, and (ii) far – relative to the convex, maximum
distance constraint.

5.5 Concluding Remarks

This chapter presented a very direct example of our general framework

for motion planning and control of teams of cooperating robots. We have

theoretically shown that the approach guarantees sensing and communica-

tion constraints. Experimentally we showed that the control laws are efficient

to recover possible constraint violations. Our control algorithms are totally

decentralized and do not require communication among the robots. There-

fore they are robust to communication failures. Other advantages include

simplicity and low computational requirements.

We can also point some limitations of the approach. Our communication
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(sensing) model is binary, meaning that within a radius, the communication

is perfect and null otherwise. This model is very convenient and adequate for

the approach, but more sophisticated models could be used in order to define

optimal trajectories for the robots. Also, we assume that the constraints

preserve their shapes in the presence of obstacles. It is not always true since

some obstacles may block communication. For relative large and modelled

obstacles this is not a problem, but in some situations (when the obstacle

appears in between two robots, for example) the communication among the

robots may be broken, even if the constraints are satisfied.

An important direction of future work is related to neighborhood as-

signment. In order to extend the methodology for large groups of robots,

decentralized algorithms for planning the graphs Gcn and Gsn should be

studied. Research in ad-hoc networking has pointed solutions to this prob-

lem but, in most of them, there is no specification for fixed neighbors as

we require in our approach. Instead, a minimum number of robots is speci-

fied [Xue and Kumar, 2003]. In order to adopt this methodology we should

be able to include time varying graphs. However, this option should be bet-

ter studied since some of our current proofs would fail if such kind of graph

were considered.
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Chapter 6

Application to Manipulation

This chapter presents a second application to the methodology presented

in Chapter 4. In this case more complex constraints are imposed by a novel

manipulation technique that has been called object closure. Section 6.1 com-

pares the object closure methodology with similar manipulation techniques

encountered in the literature. Object closure is detailed in Section 6.2 and

a discussion on how to use the control laws of Chapter 4 for manipulation

is addressed in Section 6.3. Experiments are presented in Section 6.4 and

concluding remarks are made in Section 6.5.

6.1 Introduction

The problem of controlling multiple mobile robots in order to transport

objects by caging was introduced in [Sudsang and Ponce, 1998], where a cen-

tralized algorithm was developed in order to coordinate a group of identical

circular holonomic robots. In synthesis, the caging problem consists in con-

structing and guaranteeing a compact and closed set of configurations for the

object being manipulated. Therefore, two basic solutions to the problem can

be found in the literature. In the first and more direct solution the set of con-

figurations is constrained to be in the set SO(2) × [xmin, xmax] × [ymin, ymax]

where xmin, xmax, ymin and ymax ∈ R2 are limits to the object translation.

81
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Practically, this approach is implemented by surrounding the object by a

group of agents and guaranteeing that the distance between two consecutive

robots is smaller than the smallest length of the object. In this situation the

object is able to rotate freely among the agents but cannot be removed. The

computations needed can be decentralized since each robot only needs to

control its distance to its nearest neighbors. An example of such a strategy,

obtained by using potential field controllers and holonomic robots is shown

in [Song and Kumar, 2002] and [Chaimowicz et al., 2001a].

In the second solution to the caging problem the set of object configura-

tions are constrained to [θmin, θmax] × [xmin, xmax] × [ymin, ymax]. In such an

approach, besides translation, the agents also constrain the rotation of the

object. Although this solution be inherently more difficult to implement than

the previous one, its advantages include smaller number of agents needed and

precision in the manipulation. The big drawbacks are the higher computa-

tional cost and the need for centralized algorithms, since the relative position-

ing of all agents in the group (not only the nearest neighbors) is necessary.

Furthermore, the robots movements are highly dependable on the object ac-

tual configuration, implying in a low degree of robustness. This strategy was

successful applied in [Sudsang and Ponce, 2000, Wang and Kumar, 2002b].

Object closure inherits the simplicity, distributively and robustness of the

first approach, but also includes some advantages of the second one, as the

reduced number of agents necessary. We assume dynamical restrictions for

the object in other to perform an object closure test. Hence, considering

a maximum object’s angular velocity, ωmax, we determine a set of possible

orientations for the object and test for closure at this orientations. Thus,

we guarantee object closure in the set of configurations [θo − ∆θmax, θo +

∆θmax] × [xmin, xmax] × [ymin, ymax] where θo is the actual object orientation
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(a) (b) (c)

Figure 6.1: Three approaches for caging. (a) – the object is able to rotate
and, independently of its orientation, it cannot be removed from the robot
formation; (b)– the object’s rotation is restricted. Caging is achieved for
all possible orientations. The dashed objects represent the maximum and
minimal orientations; (c) – Object closure, the object is able to rotate. Clo-
sure is only guaranteed for a small set of orientations. The dashed object
represents an example where the object can scape with a series of rotations
and translations. Our approach is based on the fact that the object cannot
execute movements like this one in small periods of time.

and ∆θmax = ∆T ωmax is the maximum angular displacement of the object

until the next time step. Observe that the agents do not restrict the object

rotation but only assume bounds to this movement. Figure 6.1 shows the

three caging approaches for a triangular object.

Using the methodology presented in Chapter 4, our basic goal is to

develop decentralized control policies for a group of robots to achieve

a condition of object closure, and then, move toward a goal position

while maintaining this condition of object closure. Unlike previous work

[Sudsang and Ponce, 2000, Wang and Kumar, 2002a], we do not require the

robots to be circular. However, we do introduce a number of simplifying

assumptions to enable real-time implementation. Further, our interest is in

transporting the object from an initial position toward a goal position in R2.

We do not address the problem of precisely positioning and orienting the

object in the plane.
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6.2 Object Closure

6.2.1 Definition

Consider a planar world,W = R2, occupied by a convex, polygonal object

O, and a group of n convex, polygonal robots. The ith robot Ri is described

by the convex set Ai(qi) ∈ W , where qi = (xi, yi, θi) denotes the configuration

of Ri. The configuration of the object is described by the coordinates q =

(x, y, θ). We will use CRi
to denote the configuration space of the ith robot,

while C will denote the configuration space for the object O.

If robot positions and orientations are held fixed, the region in the con-

figuration space that corresponds to an interpenetration between the object

O and the robot i is:

Cobj i = {q ∈ C | interior(Ai(qi) ∩ O(q) 6= ∅)} , (6.1)

where O(q) is the representation of O in the configuration q.

In order to make it easier to explain the basic ideas of object closure, we

will reconsider the three first assumptions of Chapter 4 and add one more.

These assumptions will be relaxed in the next sections.

Assumption 6.1 The manipulated object cannot rotate — the coordinates of

the object are given by q = (x, y) and C ⊂ R2.

Figure 6.2 shows the boundary of Cobj i for a five-sided polygonal object

and the point robot, Ri.

The union of Cobj i for 1 ≤ i ≤ n determines the region in C which cannot
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Figure 6.2: Cobj i for a point robot considering only object translations. By
sliding the object around the robot, the origin, o, of the object-fixed reference
frame traces out the boundaries of Cobj i.

be occupied by the object. Then,

Cobj =
n
⋃

i=1

Cobj i . (6.2)

Let the complement of Cobj in C be C̄obj. When C̄obj consists of two (or

more) disjoint sets, we use the term object closure to refer to the condition

when one of these sets is compact and contains the object configuration, q.

This is shown for four robots in Figure 6.3, where the compact set, which

we refer to as the closure configuration space and denote by Ccls, is shown

shaded. Observe that the object is trapped or caged (in the terminology of

[Rimon and Blake, 1996]) when its origin is in Ccls.

We can easily relax Assumption 6.1 to accommodate the more general

case with translations and rotations. In this case, Equation (6.2) remains

the same, but Cobj i in Equation (6.1) is a three-dimensional solid whose

cross-section (slice), for a given angular orientation, is similar to the picture

in Figure 6.2, and the compact subset Ccls consists of one or more three

dimensional solids whose cross-section is similar to the one shown in Figu-

re 6.3 [Wang and Kumar, 2002b].

We now define a non-essential robot with the help of Figure 6.4. In
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Figure 6.3: Object closure: the interior (shaded gray) represents the closure
configuration space, Ccls, for a team of 4 robots. The dashed polygon rep-
resents the object. Notice that the origin of the object’s reference frame is
inside Ccls, a compact set, indicating a condition of object closure.

R4

R3

R2

R1

Figure 6.4: Essential Robots: even with the removal of R3 the closure prop-
erties of the group are preserved and so, R3 is a non-essential robot.

contrast to Figure 6.3 in which all four Cobj i (and therefore all four robots) are

essential to construct the boundary for the closure configuration space, R3 is

not essential for object closure in Figure 6.4. In a group of robots maintaining

object closure, a non-essential robot, Rx, is a robot whose removal (and

consequently the absence of the constraint due to Cobj x) does not violate the

state of object closure.

We now introduce a fifth assumption:

Assumption 6.2 There are initially no non-essential robots in the group.
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6.2.2 A Test for Object Closure

We are interested in decentralized control policies and in strategies that

do not depend on communication links for sharing information. Secondly,

we are interested in making the manipulation task robust to errors position

and orientation estimation of the object. In what follows, we develop a

decentralized test for object closure that does not require precise estimates

of the position and orientation of the object. Checking the object closure

condition involves two steps: (i) establishing the existence of Ccls; and (ii)

verifying q ∈ Ccls. Step (i) requires obtaining state information from all

robots and Step (ii) requires obtaining position (pose, in the more general

case) of the object.

The key idea comes from Figure 6.3 where robots are numbered R1

through Rn in a counterclockwise fashion. A necessary condition for object

closure with no non-essential robots is that the ith robot’s position satisfies:

Cobj i−1 ∩ Cobj i 6= ∅; and Cobj i ∩ Cobj i+1 6= ∅. This condition is not sufficient.

The sufficient condition involves verifying Ccls 6= 0 and q ∈ Ccls. However,

this condition is necessary and sufficient for maintaining object closure once

a condition of object closure is achieved. Hence we can state the following:

Proposition 6.1 ([Pereira et al., 2003c]) If an object is in a state of ob-

ject closure with a group of robots with no non-essential robots, a suffi-

cient condition for maintaining object closure is Cobj i−1 ∩ Cobj i 6= ∅; and

Cobj i ∩ Cobj i+1 6= ∅.

We now explain how to derive the algebraic equations for object closure.

Define Ii to be a set of Rk’s configuration space that represents the intersec-

tion between Cobj i and Cobj k:

Ii = {qk ∈ CRk
| Cobj i(qi) ∩ Cobj k(qk) 6= ∅} .
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Note that Cobj i(qi) and Cobj k(qk) are identical polygons, which introduces a

symmetry in the form of Ii.

It can be observed that:

Cobj i ∩ Cobj k 6= ∅ ⇔ (qk ∈ Ii ∧ qi ∈ Ik) .

Thus, the object closure conditions for each robot, which can be rewritten

as qi ∈ Ii−1 and qi ∈ Ii+1 (see Figure 6.5(a)) are represented as a set of

inequality constraints of the form gj(qi−1, qi) ≤ 0 or gj(qi, qi+1) ≤ 0, where

gj are the functions that delimit Ii−1 or Ii+1 respectively. Ii−1 (Ii+1) is a

2m-sided polygon defined by 2m algebraic constraints, each linear in qi−1

and qi (qi and qi+1). Since each polygon has up to 2m sides, the number of

constraints for each robot is 4m. For the situation we are considering, where

the robots are points and the object cannot rotate, the boundary of Cobj i is
formed by the same edges of O but ordered in a different way (see Figure 6.2).

Then, each Ii, which depends on Cobj i−1 and Cobj i+1, is bounded by two sets

of the object’s edges (refer to the algorithm presented in [Latombe, 1991]

for proofs). Consequently, Ii−1 is given by functions gj(qi−1, qi), while Ii+1

is given by another set of functions gj(qi, qi+1). Each function is directed

derived from the functions fi(x, y) used to describe the object.

We can now rewrite Proposition 6.1 as follows:

Proposition 6.2 If an object is in a state of object closure with a group

of robots with no non-essential robots, a sufficient condition for maintaining

object closure is qi ∈ Γi, where Γi = Ii−1 ∩ Ii+1.

Notice that Γi is bounded by a subset of the constraints gj(qi) ≤ 0,

1 ≤ j ≤ 4m. An example of Γi can be seen in Figure 6.5(b).
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Figure 6.5: Object closure is achieved if each robot i is inside Γi. The shaded
areas represent (a) I1 and (b) Γ1.

6.2.3 Introducing Rotations

Thus far, we have ignored rotations. In reality, since the robots will

collide with and bump against the object, the object can rotate. Even if

object closure is guaranteed for a given object orientation, a small rotation

followed by a translation may cause the object to escape from the robot

formation.

Our approach to incorporate rotations is to establish guarantees for object

closure under the worst case rotation. Because the object has no actuators,

its maximum velocity is limited by the maximum velocity of the robots.

Thus, if the object orientation at any instant is estimated to be θo, the

orientation in the ensuing interval ∆T must be in the interval, [θmin, θmax],

where θmin = θo−∆T ωmax, θmax = θo+∆T ωmax, and ωmax is the (estimated)

maximum object’s angular velocity. Let Ji be defined as:

Ji =
θmax
⋂

θ=θmin

Ii(θ) ,

where Ii(θ) is Ii computed for an object orientation θ. Following the pre-

vious methodology, the conditions that guarantee object closure for all θ ∈
[θmin, θmax] are: qi ∈ Ji−1 and qi ∈ Ji+1.
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Ri

Figure 6.6: Closure region for a maximum rotation of 20◦.

Since Cobj i is represented by the same polygon for every robot, the shape

of Ii(θ) is independent of the object orientation. As θ changes, Ii(θ) is ob-

tained by simply rotating Ii(θo) around Ri. The intersection set Ji, can be

constructed as shown in Figure 6.6. The shaded area represents the con-

figuration space where qi must be in order to guarantee object closure for

object orientations between θmin and θmax. It is bounded by circular arcs

and the sides of Ii(θmin) and Ii(θmax). Notice that we continue with a set

of inequalities constraints but now two of them are nonlinear. The set Ji is
still convex. From a practical standpoint, this set-valued approach for mod-

eling the uncertainty in orientation allows us to be robust to errors in pose

estimation.

6.2.4 Polygonal Robots

The main difficulty of working with polygonal robots is the computation

of Cobj i in real time. Although an efficient algorithm exists, it must run every

time step since changes in robot orientation alters not only the orientation

but also the shape of Cobj i. Furthermore, differences on the shapes of Cobj i
and its neighbors make the form of closure constraints very complicated.

However, since Cobj i can be constructed by the union of the Cobj i of the

points in the convex polygon that form the robot, we can easily establish a
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Figure 6.7: Robot k checks closure (a) using the imaginary point robots, Ri

and Ri−1 (left) (b) using a different set of point robots, Ri and Ri+1 (right).
The dotted polygons are the actual object configuration space.

sufficient condition that guarantees closure. If the intersection between Cobj i
of two virtual point robots located at the closest pair of points between robot

k and robot k + 1 is non zero, then Cobj k ∩ Cobj k+1 6= ∅. Since Cobj i of a

point robot can be computed off-line, the online computation is limited to

the translation of this set to the location of the virtual point robots. This

computation is illustrated in Figure 6.7.

We now use the concept of Minkowski sum presented in Section 3.4.

For each slice of the configuration space (a specific orientation), the object

configuration space for the polygonal robot k can be written as:

COBJ k = Ak(qk)⊕ Cobj i(0) ,

where Cobj i(0) is the the object configuration space for the point robot located

in the origin of the world reference frame. We can observe also that:

Cobj i(q) = {q} ⊕ Cobj i(0) .

Therefore, we state the following proposition:
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Proposition 6.3 If Cobj i(qa) ∩ Cobj i(qb) 6= ∅, and qa ∈ Ak(qk) and qb ∈
Al(ql) are the closest pair of points between the two convex robots, then:

(Ak(qk)⊕ Cobj i(0)) ∩ (Al(ql)⊕ Cobj i(0)) 6= ∅ .

Proof: Observe that {qa}⊕Cobj i(0) ⊂ Ak(qk)⊕Cobj i(0) and {qb}⊕Cobj i(0) ⊂
Al(ql) ⊕ Cobj i(0), and remember that if x ⊂ X and y ⊂ Y , x, X, y and Y

generic sets, and x ∩ y 6= ∅ then X ∩ Y 6= ∅.
Thus, using the closest pair of points as reference for our computations

leads us to a conservative but simple test for object closure for polygonal

robots.

6.2.5 Circular Robots and Objects

The theory described so far consider point or polygonal robots and polyg-

onal objects. This section discusses the implications of working with circular

objects and robots.

Circular Objects

When circular objects are considered we can easily improve the efficiency

of the previous methodology. In the case of point robots, for example, because

Cobj i is a cylinder in the configuration space (constant for all orientations),

the test for object closure is reduced to comparison between the diameter of

the object with the distance between the robots.

When we are working with polygonal robots we can change Proposi-

tion 6.3 and have an exact solution for testing for object closure (in contrast

to a conservative one in the case of polygonal object).
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Proposition 6.4 For a circular object, if qa ∈ Ak(qk) and qb ∈ Al(ql) are

the closest pair of points between the two convex robots then:

Cobj i(qa) ∩ Cobj i(qb) 6= ∅ ⇔ (Ak(qk)⊕ Cobj i(0)) ∩ (Al(ql)⊕ Cobj i(0)) 6= ∅ .

Proof:

(⇒) See proof of Proposition 6.3.

(⇐) Suppose (Ak(qk) ⊕ Cobj i(0)) ∩ (Al(ql) ⊕ Cobj i(0)) 6= ∅. In this case,

exist at least one pair of points, q1 ∈ Ak(qk) and q2 ∈ Al(ql), such that

({q1} ⊕ Cobj i) ∩ ({q2} ⊕ Cobj i) 6= ∅. Because, Cobj i is circular I(q1) =

{x|({q1} ⊕ Cobj i) ∩ ({x} ⊕ Cobj i) 6= ∅} is a circle. Since ({q2} ⊕ Cobj i)
intersects ({q1}⊕Cobj i), q1 must be in this circle. Then, ‖q1−q2‖ ≤ 2r,

where r is the radius of Cobj i. Suppose now that qb 6∈ I(qa). Thus, ‖qa−
qb‖ > 2r and consequently ‖q1 − q2‖ < ‖qa − qb‖. It is a contradiction

since qa and qb are the closest pair of points between Ak(qk) and Al(ql).

Hence, if exist q1 and q2 such that ({q1} ⊕ Cobj i) ∩ ({q2} ⊕ Cobj i) 6= ∅
then ({qa} ⊕ Cobj i) ∩ ({qb} ⊕ Cobj i) 6= ∅.

Circular Robots

When all robots in the group are circular they can always be consid-

ered as point robots if the object is increased by their sizes. This was

the approach used by the previous authors that considered manipulation

by caging [Sudsang and Ponce, 2000, Wang and Kumar, 2002b].

If only some of the robots are circular, we can again take advantage of

this fact in order to perform an exact test between a polygonal and a circular

robot. In this case, we perform two kinds of test: (i) – a test between

two circular robots by considering them as points; (ii) – a test between two
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polygonal robots using Proposition 6.3; and (iii) – a test between a circular

and a polygonal robots using Proposition 6.5.

Proposition 6.5 If Ak describes a circular robot and Al describes a convex

polygonal robot, and qa ∈ Ak(qk) and qb ∈ Al(ql) are the closest pair of points

between the two robots, then:

Cobj i(qa) ∩ Cobj i(qb) 6= ∅ ⇔ (Ak(qk)⊕ Cobj i(0)) ∩ (Al(ql)⊕ Cobj i(0)) 6= ∅ .

Proof:

(⇒) See proof of Proposition 6.3.

(⇐) Suppose (Ak(qk)⊕Cobj i(0))∩(Al(ql)⊕Cobj i(0)) 6= ∅. In this case, there

exists at least one pair of points, q1 ∈ Ak(qk) and q2 ∈ Al(ql), such

that ({q1}⊕Cobj i)∩ ({q2}⊕Cobj i) 6= ∅. Because, Ak is circular I(qk) =

{x ∈ Ak(qk)|{x} ⊕ Ak)} is a circle. Since ({q1} ⊕ Cobj i) intersects

({q2} ⊕ Cobj i), q2 must be in this circle. Then, ‖q1 − q2‖ ≤ (r + d),

where r is the radius of Ak and d is some constant related to the object

size. Suppose now that qb 6∈ I(qk). Thus, ‖qa − qb‖ > (r + d) and

consequently ‖q1 − q2‖ < ‖qa − qb‖. It is a contradiction since qa and

qb are the closest pair of points between Ak(qk) and Al(ql). Hence,

if exist q1 and q2 such that ({q1} ⊕ Cobj i) ∩ ({q2} ⊕ Cobj i) 6= ∅ then

({qa} ⊕ Cobj i) ∩ ({qb} ⊕ Cobj i) 6= ∅.

6.3 Planning and Control

So far, we have presented ways to describe a set of manipulation con-

straints in terms of the object’s geometry and orientation. As in Chapter 4,

this set of constraints is represented by the boundaries of the configuration
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space Γi. Notice however that, in most of times, a direct computation of Γi is

not necessary. Simple tests of intersection between polygons can be used to

verify a situation of object closure and identify the active constraints, if there

is any. Notice that in this chapter each robot needs to maintain constraints

with only two robots, which are its essential neighbors. At first, the robots

do not have desirable neighbors, although these could be introduced in order

to avoid collisions and jamming due to friction.

In order to control the robots we can basically use the same set of con-

trollers presented in Chapter 4. One important difference, however, is that

here we can plan a unique navigation function for the group. The robots

would follow the gradient of this navigation function, computed in function

of the object position. Therefore, we enforce the proof of Propositions 4.1

in Chapter 4 because we are guaranteing that for two neighboring robots

Ri and Rj, ∇Φi(qi) = ∇Φj(qj) as was assumed in Assumption 4.4. In

this case ∇Φi(qi) = ∇Φj(qj) = ∇Φ(q), where Φ(q) is a navigation func-

tion for the ensemble constituted by the robots and the object. Assuming

that object’s and robot’s geometry are known, the navigation function can

be constructed by considering the group as a single compact entity that is

basically the union of the basic entities’ geometry. Approaches for creat-

ing this unique entity in order to allow a centralized planning are discussed

in [Sudsang and Ponce, 2000]. In the experiments presented in next section,

however, we assume an obstacle free environment and rely on the robots local

sensors in order to move the group to a specified goal.

It is also important to notice that for manipulation, the values of k1 and

k2 in Equation (4.7) can be freely chosen (i.e. k1 < 3k2 is unnecessary) and

the normalization of the gradient of the navigation function is not required.

Then, we will show that even when the robots are in the Maintain mode
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trying to preserve the constraints, the whole team (including the object)

moves toward the goal. In order to show this, we define the group position,

q̄, and the group velocity, ˙̄q, respectively as follows:

q̄ =
1

n

n
∑

i=1

qi , ˙̄q =
1

n

n
∑

i=1

q̇i .

We will now show that when the robots are either in the Maintain mode or

the GoToGoal mode, the group velocity is always parallel to team input

uT = ∇Φ(q).

Proposition 6.6 ([Pereira et al., 2003c]) If all robots are in a state of

object closure, the controllers in Equations (4.7) and (4.6) guarantee that the

group velocity is in the direction of uT = ∇Φ(q) independently of the values

of the positive constants k1 and k2 and the normalization of such a gradient.

Proof: Define vT to be a unit vector perpendicular to uT . We need to prove

that (i) uT · ˙̄q > 0 and (ii) vT · ˙̄q = 0. Given the control law in Equation (4.7)

(recall that there are no desirable neighbors for this task) we can write:

uT · q̇i = −k1 uT ·
(

αi∇ga + βi∇gb
)

+ k2‖uT‖2 ,

and therefore:

n
∑

i=1

uT · q̇i = −
n
∑

i=1

k1 uT ·
(

αi∇ga + βi∇gb
)

+
n
∑

i=1

k2‖uT‖2

uT ·
n
∑

i=1

q̇i = −k1 uT ·
n
∑

i=1

(

αi∇ga + βi∇gb
)

+ n k2‖uT‖2 . (6.3)

For each active constraint with gradient ∇gk, there is another identical con-

straint with gradient −∇gk as discussed before. Thus, the summation in the
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right hand side of (6.3) is zero and we can rewrite this equation as:

uT ·
n
∑

i=1

q̇i = n k2‖uT‖2 .

Since k2 is a positive constant,

uT · ˙̄q = k2‖uT‖2 > 0 .

In the same way we can write:

vT · q̇i = −k1 vT ·
(

αi∇ga + βi∇gb
)

+ k2 vT · uT ,

and, since vT is perpendicular to uT ,

vT ·
n
∑

i=1

q̇i = −k1 vT ·
n
∑

i=1

(

αi∇ga + βi∇gb
)

.

Because the summation in the right hand side is zero,

vT · ˙̄q = 0 .

Therefore, since the group velocity is in the direction of uT = ∇Φ(q), the

ensemble follows the reference input toward the goal.

6.4 Experimental Results

In this chapter we show experimental results with our team of polygonal

car-like robots. Videos of the experiments can be found in [Pereira, 2003]. In

the first set of experiments presented, we have used a triangular cardboard

box as the object to be manipulated. The box corners were marked with color
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Figure 6.8: Three robots caging a triangular object. R1’s computation of
Cobj 1 and Cobj 2 for the imaginary point robots located at the closest pair of
points is shown. The overlap (left) indicates the object is constrained for this
specific orientation, and the lack of overlap (right) shows that object closure
is not maintained for this slice of the configuration space.

paper in order to facilitate the robots vision processing necessary to track

the box. Figure 6.8 illustrates the test for object closure performed by robot

R1. R1 estimates the position of its neighbor R2, and the orientation of the

object as well. Object tracking and localization are discussed in Apendix B.

In what follows R1 computes Cobj 1 and Cobj 2 based on its estimate of the pair

of closest points, one on R1 and one on R2. As the figure shows, the snapshot

on the left shows overlap and therefore a positive test for object closure. The

snapshot on the right shows that the object can actually escape. A similar

test (not shown in the figure) needs to be performed with robot R3.

Data collected from an overhead camera for typical experimental runs

are shown in Figures 6.9 and 6.10. Robots R1, R2, and R3 transport the

triangular box toward a goal position. Figure 6.9 shows a situation where

robots R2 and R3 change their control behaviors in order to perform the

task. In Figure 6.10, the actual COBJ i for the rectangular robot geometry

is overlaid on the experimental data. Note, however, that the robots do not

use the COBJ i for maintaining object closure, but instead they work with the

virtual point robots as explained in Section 6.2.4. The object is caged in the
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Figure 6.9: Object transportation: t1 – R2 and R3 are in the Achieve mode
(see Figure 4.2, page 50) trying to achieve object closure; t2 – Object closure
constraints are satisfied, R2 and R3 are in the Maintain mode; t3 – The
robots are in the GoToGoal mode. R1 is in the GoToGoal mode in all
three snapshots.

three snap-shots shown.

Figures 6.11 and 6.12 show experiments with a circular, active object. A

holonomic robotic platform (Nomad XR4000) was used as an object. Figu-

re 6.11 shows robot R2 performing a test for object closure. The circumfer-

ences in this figure are only illustrative because, as mentioned in Section 6.2.5,

the circular shape of the robot (object) reduces the caging test to a simple

comparison of the Nomad diameter with the distance between the robots’

closest pair of points. Figure 6.12 shows an experimental trial where four

robots are caging the XR4000 and moving it to a new position. Four snap-

shots of the experiment are shown. In this experiment, the Nomad is running

a simple infrared based obstacle avoidance that considers the other robots as
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Figure 6.10: The actual COBJ i (dashed polygons) for each robot. The origin
of the object (◦) is always inside Ccls (the compact set delimited by the
three Cobj i) indicating an object closure condition. (a) – initial and final
configurations; (b) – an intermediate configuration.

obstacles.

6.5 Concluding Remarks

This chapter presented a methodology for manipulating objects with mul-

tiple mobile robots combining the paradigms of pushing and caging. We de-

fined the concept of object closure, a condition that ensures the objects are

caged during manipulation.

There are two main advantages of our approach. The decentralized al-

gorithms only rely on the robots’ ability to estimate the positions of their

neighbors. Because robots are easily instrumented (in our case, this is done

by tagging them with colored collars), this is relatively easy even in an un-



6.5. CONCLUDING REMARKS 101

Figure 6.11: Test for object closure when the object (in this case another
robot) has a circular shape. An overlap between Cobj 1 and Cobj 2 of the
imaginary point robots at R1 and R2 indicates that the circular robot cannot
scape using this space. The same test for R2 and R3 indicates that the robot
can scape through this space.

structured environment. Therefore, our methodology is potentially scalable

for larger groups of robots operating in unstructured environments. Second,

our algorithms do not rely on exact estimates of the position and orientation

of the manipulated object. Therefore they are robust to measurement errors

in this variables.

The main limitations of the algorithms used here include (i) the assump-

tion of convex shapes; (ii) the over approximation that is involved in verifying

object closure when rotations are present; and (iii) the use of the virtual point

robots which result in sufficient conditions for maintaining object closure.

All these yield in conservative results with associated degradation in perfor-

mance. For example, ensuring object closure with concave objects is often

simpler than is the case for convex objects. However, these assumptions and

over approximations enable real-time performance and decentralized decision

making with guarantees, and are important from a practical standpoint.

There are important directions of future work. Firstly, we do not specifi-
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Figure 6.12: Four robots caging a circular holonomic robot. Four snapshots
of the experiment are shown from left to right, and top to bottom.

cally consider algorithms for acquiring the object, establishing object closure

(the Enclose mode) here. The paper [Song and Kumar, 2002] provides

some approaches to this, with guarantees for small (3-4) teams of robots.

There are challenges in designing decentralized policies that scale up to large

numbers of robots. One of the key steps here is to remove the assumption re-

lated to non-essential robots. Also, we do not address the precise positioning

and orienting of the object. In this case it is also essential to plan trajectories

for the individual robots, instead of simply prescribing a common feedback

control signal. The work in [Sudsang and Ponce, 2000] provides a starting

point in this direction.



Chapter 7

Application to Formation
Control

In this chapter we present a variant of the methodology in Chapter 4.

We slightly change the methodology in order to allow rigid formations. We

also introduce the term cooperative leader-following. This formation control

approach is introduced in Section 7.1 and is mathematically defined in Sec-

tion 7.2. New potential functions for leader-following are in Section 7.3 and

the use of control laws of Chapter 4 for formation control is discussed in Sec-

tion 7.4. Experiments are presented in Section 7.5 and concluding remarks

are made in Section 7.6.

7.1 Introduction

Many approaches for motion coordination of large scale multi-

robot systems use the leader-following framework [Desai et al., 1998,

Balch and Arkin, 1998, Lawton et al., 2000]. In this framework, each robot

has a designated leader. Thus, each robot is a follower that tries to maintain

a specified relative configuration to its leader(s), which can be other robots in

the group or a virtual robots representing pre-computed trajectories supplied

by a higher level planner.

103
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One disadvantage with this framework is that there is an explicit depen-

dence of the motion of followers on their leaders, but the leaders’ motion is

independent of their followers. If, for example, a robot fails or slows down, its

followers’ motion will be directly affected by this behavior, while its leaders

will continue their task without modifying their plans. In situations where

it is important to maintain a sensing or communication network, a single

failure could result in the failure of the task.

Most of the formation control approaches in the literature do not explic-

itly address communication and sensing constraints. As in Chapter 5, these

constraints are generally inequalities in the configuration space. When it is

possible to arrive at a rigid formation that satisfies all the constraints, it is

meaningful to follow the formation. However, such configuration constraints

change dynamically and it may not be possible to plan and execute changes

in formation shape every time a configuration constraint changes.

In this chapter we modify the notion of leader-following and present a

framework where robots change their motion plans in real time in order to

satisfy constraints related to other robots. These constraints may have to do

with a task of maintaining a pre-specified formation but, alternatively, robots

may have constraints because of limited ranges or fields of view of sensors,

or of communication radios and antenna. Thus we introduce cooperative

leader-following, a modification of the standard leader-following approach,

where the motion of the robots may be dependent not only on their leaders

but also on other robots including their followers.
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R3

R5 R1

R4 R2

R3

R5 R1

R4 R2

(a) (b)

Figure 7.1: Graph modeling for a group of 5 robots: (a) – formation control
graph; (b) – constraint graph.

7.2 Problem definition

In this chapter, a formation of n robots will be represented by a directed

graph called formation control graph1, Gf = (R, Ef ), and a second directed

graph called constraint graph, Gc = (R, Ec,G), whereR is the set of nodes, Ef
and Ec are edge sets and G is the set of formation constraints as in Chapter 4.

For the formation control graph, Gf , each edge eij = (Ri, Rj) ∈ Ef is

associated with a specification for Rj following Ri. For each edge, Ri is the

leader and Rj is the follower. The robot that does not have any leaders and is

responsible for guiding the others through the environment is called the lead

robot [Desai et al., 1998]. Only one lead robot is allowed in our approach.

Also, the robots that do not have any followers are called terminal followers.

Figure 7.1(a) shows an example of a formation control graph where R3 is the

lead robot and R2, R4 and R5 are terminal followers. Robot R1 follows R3

and is followed by R2 and R4.

The edges eij = (Ri, Rj) ∈ Ec of Gc are associated with constraints on

1The term control graph is used in [Desai et al., 1998, Das et al., 2002c] to describe
what we are calling a formation control graph.
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relative position and orientation. While Ef describes leader-following rela-

tionships and set-points for the shape of the formation, Ec describes inequal-

ities that reflect constraints such as communication and sensing constraints.

Figure 7.1(b) shows an example of a constraint graph. In this figure R3,

for example, needs to maintain constraints with respect to R1 and R5. The

bidirectional edge between R2 and R4 indicates that these robots need to

maintain constraints with each other.

With this model, as in previous chapters, the control problem can be

divided in two parts namely graph assignment and controller design. The first

problem involves designing Gf and Gc and is not our main focus. Measures

of performance that depend on Gf are discussed in [Tanner et al., 2002] and

heuristics for selecting edges are described in [Das et al., 2002b]. We are

concerned with the problem of maintaining the formation described by Gf

and the constraints described by Gc. We assume that graphs themselves are

preassigned and focus our attention on controlling the robots to satisfy the

edge specifications. For Gf , the specification for each edge is a configuration

for robotRj with respect to its leaderRi. On the other hand, the specification

for each edge in Gc is a convex function g(qi, qj) that represents the allowable

configuration space for Rj parameterized by the configuration of Ri. While

Gf specifies, for each robot (except the lead), a unique point in configuration

space, Gc specifies the allowable subset of configuration space.

Although Gf and Gc are apparently independent, in order to allow robot

Ri to reach its set-point qdi (qj) specified by Gf and still satisfy the con-

straints specified by Gc, we need to guarantee that, except for the lead

robot, RL, the configuration qdi is inside the allowable configuration space

Cdi (q1, . . . , qi−1, qi+1, . . . , qn) defined by all constraints in Gc. Thus, the edge
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definition for the two graphs must satisfy the following condition:

(qd1 , q
d
2 , . . . , q

d
L−1, q

d
L+1, . . . , q

d
n) ∈ Cd1 × Cd2 · · · × CdL−1 × CdL+1 · · · × Cdn . (7.1)

Moreover, since each Cdi is an intersection of convex sets (and hence is convex),

the right hand side of Equation (7.1) is also a convex set. Therefore, if the

robots’ configurations are initially inside this set, the robots can always reach

their goals without violating their motion constraints.

Our goal is to design control laws that take in account the formation set-

points and the allowable configuration spaces. Before continuing any further

we will make an assumption:

Assumption 7.1 Gf is acyclic and the in-valency at each node is 1. In other

words, every follower has only one leader2.

7.3 Potential Functions

The methodology presented in Chapter 4 assumes a potential function, in

form of a navigation function for each robot. In the leader-following problem,

we chose a navigation function (Section 3.5) as a potential function for the

lead robot. For the robots that have a leader robot, the potential function is

constructed as a function of the leader’s position. In the case where Ri follows

Rj, we can describe the follower’s relative configuration in local coordinates

as q̄ = (qj − qi). We consider a quadratic Lyapunov function candidate of

the form:

Φi(q̄) =
1

2
‖q̄d − q̄‖2 .

2This is somewhat restrictive since the in-degree for systems with two inputs can be
up to two [Desai et al., 1998, Das et al., 2002a].
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If Φi is a Lyapunov function we can use it as a leader-following potential

function. The input for the follower robot Ri is then given by the negated

gradient of Φi(qi, qj) as:

ui = −k∇Φi = −k(q̄d − q̄) ,

where k is a positive constant and ∇Φi = ∂Φi/∂qi. The derivative of the

potential function for this input is given by:

Φ̇i = −∇Φi · ˙̄q = −∇Φi · (q̇j − q̇i) = −∇Φi · (q̇j − ui)

= −∇Φi · (q̇j + k∇Φi) = −k‖∇Φi‖2 −∇Φi · q̇j .

Observe that Φ̇i decreases along the system trajectory if:

k‖∇Φi‖2 > −∇Φi · q̇j .

In the worst case, q̇j and −∇Φi are parallel and the previous condition can

be written as the following sufficient condition:

k‖∇Φi‖ > ‖q̇j‖ . (7.2)

Because a real robot is subject to dynamics, there is a practical limit

on its velocities. We assume each robot (i.e., all leaders) have a maximum

velocity of q̇max. From Equation (7.2), it is clear that if we exclude the region

given by the ball:

‖q̄d − q̄‖ < γ =
q̇max
k

,

Φ̇i decreases along the trajectories of the system. Thus we can show that

trajectories that start outside the ball (i.e., when ‖q̄d− q̄‖ > γ), will converge
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to the ball. In other words, Φ̇i < 0 for ‖q̄d − q̄‖ ≥ γ. The constant γ is the

maximum allowable steady state error in q̄.

We note that it is possible to make γ arbitrarily small by allowing for

feedforward control. If the follower input is given by:

ui = −k∇Φi + q̇j = −k(q̄d − q̄) + q̇j ,

where q̇j is feedforward information, the controller exponentially converges to

q̄ = 0. The feedforward velocity requires estimation of the leader’s velocity

by the follower robot and is discussed in [Das et al., 2002a].

7.4 Controllers

Based on the two graphs, Gf and Gc, described in Section 7.2 we define

a third graph that will govern the switching between the three controllers

presented in Chapter 4. We call this time dependent graph that changes

with the state of the robots, the formation graph H = (R, Eh), where Eh is

defined as the union of two subsets of Ef and Ec:

Eh = Ēf ∪ Ēc ,

where:

Ēf = {eij| [eij ∈ Ef ] ∧ [g(k, j) < 0∀ekj ∈ Ec, Rk ∈ R]} ,

Ēc = {eij| [eij ∈ Ec] ∧ [g(i, j) ≥ δ]} .

Observe that the edges of the formation control graph Gf appears in H if all

constraints for the follower robot are satisfied. On the other hand, edges of

the constraint graph Gc are included in H if the constraint relative to this
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edge is active.

Thus based on H, each robot Ri can be in one of the three basic behaviors

or modes presented in Chapter 4, depending on the number and type of

incoming edges at Ri. The control law for these modes are also similar to the

ones presented in Chapter 4. The only difference here is that, except for the

lead robot, the navigation functions is replaced by the potential functions

of Section 7.3. Thus, if there is only one incoming control edge (eji ∈ Ef ),
the robot is in the GoToGoal mode and is simply following the negated

gradient of its potential function (navigation function for the lead robot).

When all incoming edges are constraint edges (eji ∈ Ec), Ri is in the Achive

mode where it is trying to satisfy the constraints. A robot switches to the

Maintain mode if it has one incoming control edge (eji ∈ Ef ) and at least

one constraint edge (eji ∈ Ec).

As an example of how the switching among the control modes is governed,

consider a possible H generated by the combination of the two graphs of Fi-

gure 7.1. In Figure 7.2, the dotted arrows show active constraints, while

solid arrows denote equality specifications. R5 is in the Unsafe mode, R1

is in the Safe mode, and R2, R3, and R4 are in the Critical mode of the

controller.

One can notice that, in opposition to previous chapters, for leader fol-

lowing we do not require the constraint graph to have a Hamiltonian path.

Hence, we can observe that for some graphs the proof of completeness (Propo-

sition 4.2) may fail, even if the robots are instantaneously following the same

potential (navigation) function’s gradient. This is because we cannot guar-

antee that the robots will never enter in their unsafe spaces. In general,

however, each leader has to maintain constraints with its follower. There-

fore, for each edge in the formation graph, Gf , there is another one in the
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R3

R5 R1

R4 R2

Figure 7.2: A formation graph based on the combination of the graphs of
Figure 7.1. Based on incoming edges, R5 has configuration space constraints
on its position relative to R4, R1 follows a potential function to acquire a
position relative to R3, while R2, R3, and R4 must execute a combination of
two reactive behaviors.

constraint graph, Gf , with opposite direction. This two edges will work

together to maintain the robots inside their configuration spaces.

The above analysis lends itself to stronger results for specific graphs. Con-

sider, for example, a group of robots in a linear formation where each robot

has to satisfy a constraint with its immediate follower. The system would

never enter in the unsafe mode if for a generic active constraint, g(qi, qj), the

control input ensure ġ(qi, qj) ≤ 0, as discussed in Chapter 4. Remember that

the time derivative of g(qi, qj) is given by:

ġ(qi, qj) =
∂g

∂qi
q̇i +

∂g

∂qj
q̇j . (7.3)

Denote ∂g/∂qi by ∇gi, and ∂g/∂qj by ∇gj. The key observation is ∂g/∂qj =

−∂g/∂qi, or ∇gi = −∇gj.

In the worst case, both the leader Ri and the follower Rj are in their

critical spaces. Then, assume that there is a constraint g(qi, qj) with gradient

∇gj active for the leader Ri and a constraint g(qj, qk) with gradient ∇gk

active for the follower Rj. Substituting q̇i and q̇j in (7.3) by the control
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inputs in Equation (4.7) we rewrite the time derivative of g(qi, qj) as:

ġ(qi, qj) = −∇gj ·
(

k1∇gj + k2∇φi
)

+∇gj ·
(

k1∇gk + k2∇φj
)

. (7.4)

For the specific case of circular constraints (g(qi, qj) = (xi−xj)2+(yi−yj)2−
r2), observe that ∇gj is anti-parallel to ∇φj. Also, notice that, for a linear

formation in steady-state, ∇φi and ∇gk are anti-parallel as well. Grouping

those vectors together we rewrite the previous equation as:

ġ(qi, qj) = −∇gj · (k1∇gj − k2∇φj) +∇gj · (k1∇gk − k2∇φi) , (7.5)

where the first term is contributing to satisfy the constraints and the second

has the opposite effect.

By Equation (7.5), observe that if ∇gk = 0 the constraint is satisfied.

This is because the sum of the parallel vectors k1∇gj and −k2∇φj will be

always bigger than the vector −k2∇φi. Thus, starting with the terminal

follower, for which ∇gk does not exist, and finishing in the lead robot, it

is easy to see that all constraints can be satisfied. Again considering the

chain of robots, notice that small velocities of the lead robot (small ∇φi)
contribute to satisfy the constraints. Also, observe that if robot Rj fails,

causing ∇φj = ∇gk = 0, the constraint will eventually be violated and Ri

will enter its unsafe configuration space. In practice, this situation causes

all interconnected robots to continuously switch between the Achieve and

Maintain modes forcing the group to stop. It is in some way a desirable

condition since the main idea of the methodology is forcing the robots to wait

for their teammates. Other similar observations can be made depending on

the values of the other terms in Equation (7.5).
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(a)

R3R1 R2 R3R1 R2

(b)

Figure 7.3: (a) – The control graph and (b) – the constraint graph for the
first experiment.

7.5 Experimental Results

In this chapter we have also used the two teams of mobile robots shown

in Apendix A. Videos of the experiments can be found in [Pereira, 2003].

With the car-like robots, because visibility of other robots is important for

orientation estimation, as in Chapter 5, three robots must maintain sensing

constraints with their neighbors. Thus, in our first experiment, the three

robots are commanded to maintain a line formation as shown by Gf and Gc

in Figure 7.3. The function g(qi, qj) was set to be a circle of radius 1.6m.

Observe that this radius is much smaller than the distance where the robots

are actually blind (2m) in order to guarantee that the task is completed even

if the robots enter in their unsafe configuration spaces. The threshold δ for

the critical region was chosen to make it a circle of 1.3m radius.

Figure 7.4 shows four snapshots of our experiment. In (c) the terminal

follower (R3) was manually stopped. In what follows all the robots switch to

their Achieve modes. When R3 starts moving again the robots switch back

to their Maintain and then GoToGoal modes and complete their tasks.

Figure 7.5 shows the y coordinates of the robots for the same experiment.
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Figure 7.4: Four snapshots of an experiment where three robots are in line
formation and keeping visibility constraints with their followers. The goal
configuration for the lead robot is marked with a (*). The dashed circum-
ferences represent the sensors’ field of view. In (c) robot R3 was manually
stopped for 7 seconds. The robots stop following their potential functions
and wait for R3 so that the constraints are preserved.
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Figure 7.5: The y coordinate for the experiment in Figure 7.4. The terminal
follower, R3, was stopped for approximately 7 s at the time 15 s. It causes
the other robots to switch to their Unsafe modes and stop, as expected.

We have also implemented the approach in our team of holonomic robots.

Three robots were programmed to keep control and constraint graphs shown

in Figure 7.6. Figure 7.7 shows four snapshots of our experiment. Observe

that the robots keep a triangular formation in all snapshots shown. In Fi-

gure 7.7(c), R3 is turned off. The formation is preserved because the lead

robot R1 enter the Unsafe mode and stops. This also causes R2 to stop.

The robots proceed moving as soon as R3 backs on. This temporal behavior

can be seen in Figure 7.8, which shows the y coordinates of the robots.

7.6 Concluding Remarks

This chapter presented another example of our general framework for

motion planning and control of teams of cooperating robots. Observe that

we slightly modified the approach by considering time- and leader-dependent

potential functions instead of statical navigation functions for each robot. We
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Figure 7.6: (a) – The control graph and (b) – the constraint graph for the
second experiment.

also did not impose any constraint on the neighborhood relationship of the

robots, allowing any kind of graph. With this generalization, the strong

theoretical results of Chapter 4 no longer apply for any formation.

Using our approach we have modified the traditional leader-following

methodologies in order to transform it in a tightly coupled cooperative task.

Because the motion of the leader does not depends on the followers’ motion,

the methodologies encountered in the literature so far are loosely coupled.

We have shown that with this framework, it is possible to set the graphs in a

way a leader waits for its followers. Thus, they are in one sense, more robust

to failures.

In this chapter we have imposed sensing or communication constraints to

the robots in the constraint graph. Future work includes introducing manip-

ulation constraints, as shown in Chapter 6. In this way we can improve the

manipulation task, because, by setting a basic rigid formation for the robots,

collisions with the object being manipulated could be avoided. Therefore, we

can relax the assumption related to rigid objects and work with deformable

and fragile ones.
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Figure 7.7: Four snapshots of an experiment where three holonomic robots
are in a triangular formation. The goal configuration for the lead robot is
marked with a (*). The dashed circumferences represent the boundaries of
the valid configuration space. In (c) robot R3 was stopped. The lead robot
(R1) stop following its navigation function, waiting for R3 causing its other
follower, R2, to stop as well.
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Figure 7.8: The y coordinate for the experiment in Figure 7.7. The terminal
follower, R3, was stopped for approximately 8 s at the time 19 s. It causes
the lead robot to switch to its Achieve mode and stop, as expected.



Chapter 8

Conclusions and Future Work

Search others for their virtues, thyself for thy vices.

Benjamin Franklin (1706–1790)

8.1 Summary

We have proposed a general framework of motion planning and control for

coordinating the execution of tasks by groups of cooperating mobile robots.

We have shown that this framework is suitable for solving several types of co-

operative tasks with different groups of robots. The idea of a framework such

as this one would be to reduce several different cooperative tasks to a problem

of motion planning and control and consequently use the same algorithm for

all of them. Problem reduction is a well known mathematical methodology.

One such example is in the computability theory of NP-complete problems

that states: “There is always a polynomial-time algorithm for transforming

an instance of any NP-complete problem into an instance of any other NP-

complete problem. So if you could solve one you could solve any other by

transforming it to the solved one.” [Cormen et al., 1990]. In robotics, a large

number of cooperative problems are not of the NP-complete class and some

may even present several solutions. In order to allow a single team of robots

119
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to perform several different tasks, we have shown that it is feasible to pro-

vide each robot with a single suite of algorithms parameterized only by the

specific characteristics of the task. Therefore, new, and probably unknown,

tasks were successfully executed by the team of robots once this particular

task was transformed to one of the tasks the robots were able to execute.

This is actually the main advantage of our framework over previous works in

the literature. While in previous methodologies each task is treated individ-

ually, in our framework a new task is seen as an instance of an existent one

for which solutions and algorithms are already known.

In this work we propose reducing cooperative problems to individual con-

strained motion planning problems. We believe that this is the most ade-

quate, and perhaps the only robotic class of problems that can map (or be

mapped to) all types of cooperative tasks. The objective in the constrained

motion planning problem, for which several solutions can be found in the

literature, is to drive an individual robot to an independent goal position,

specified by the task, while satisfying temporal constraints. So far, most

works have considered temporal constraints related to dynamical obstacles,

people and other robots in the environment. We have extended this concept

to cooperative environments and have considered several kinds of interaction

among the robots during the task execution as dynamical constraints. This

enables each robot to work as if it were alone, since it knows the dynami-

cal constraints it is subject to. Therefore the cooperative problem can be

inherently distributively solved. Hence, our approach leads to general and

scalable solutions to cooperative problems.

We also proposed a simple solution for the constrained motion planning

problem that involves on-line modification of pre-computed navigation func-

tions for each robot. Independent navigation functions, which are proven
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to lead individual robots to their respective goals, are combined with con-

trol laws that guarantees constraints satisfaction. Our methodology was also

experimentally validated, presenting encouraging results.

Since our approach in mobile robotics is to guarantee successful task com-

pletion at the same time within safety constraints, performance and precision

are not our main objectives. Therefore, for each problem our solution is not

guaranteed to be optimal with respect to time, traveling distance, power con-

sumption or other requirement. However, these apparent drawbacks did not

present a hindrance to develop simple, reliable, and robust algorithms that

can be easily reproduced and implemented on a large variety of groups of

robots executing a broad spectrum of tasks.

From a theoretical standpoint, our work presents relevant contributions.

To our knowledge, reducing one robotic problem to another one has not been

addressed in the literature. This idea opens new research possibilities and

future robotic efforts could concentrate in developing algorithms and tools to

transform new and therefore yet unsolved problems to well known problems

that have well known solutions. We believe, however, that the formalization

of this theory and the characterization of the problems are not easy tasks,

and much investigation is still necessary.

Among our main contributions is the manipulation methodology pre-

sented in Chapter 6. By relaxing some of the assumptions related to force

contacts between the robots and the object being manipulated, we were

able to develop robust and scalable algorithms for multi-robot manipulation.

Moreover, differently from sensing and communication problems, we have

been able to relax most of the assumptions and still come up with an exact

solution for the manipulation problem for teams of either point or circular

robots.
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We also presented relevant results in the formation control example in

Chapter 7, which is a novel approach. At this point we were not able to

present tight guarantees for all possible formations. However, experimental

trials have shown that, even without theoretical guarantees, the methodology

can be practically applied to the leader-following problem and used to control

a rigid formation.

Portions of this work have been published in international peer reviewed

conference proceedings, workshop books, and journals:

1. G. A. S. Pereira, V. Kumar, J. Spletzer, C. J. Taylor, and M. F. M.

Campos, “Cooperative transport of planar objects by multiple mobile

robots using object closure,” in Experimental Robotics VIII, (B. Sicil-

iano and P. Dario , eds.), pp. 275–284, Springer, 2002.

2. G. A. S. Pereira, V. Kumar, M. F. M. Campos, “Decentralized Algo-

rithms for Multirobot Manipulation via Caging”, Algorithmic Founda-

tions of Robotics V, (K. Goldberg, S. Hutchinson, J. Burdick, and J-D.

Boissonnat , eds.), pp. 242–258, Springer, 2003.

3. G. A. S. Pereira, A. K. Das, V. Kumar, and M. F. M. Campos, “Decen-

tralized Motion Planning for Multiple Robots subject to sensing and

communication constraints,” in Multi-Robot Systems: From Swarms

to Intelligent Automata, Volume II, (A. Schultz, L. E. Parker, and F.

Schneider, eds.), pp. 267–278, Kluwer Academic Press, 2003.

4. G. A. S. Pereira, V. Kumar, M. F. M. Campos, “Localization and

Tracking in Robot Networks” International Conference on Advanced

Robotics (ICAR’03), (Coimbra, Portugal), pp. 465–470, 2003.

5. G. A. S. Pereira, A. K. Das, V. Kumar, and M. F. M. Campos, “For-
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mation control with configuration space constraints,” in Proceedings

of the IEEE/RJS International Conference on Intelligent Robots and

Systems (IROS’03), (Las Vegas, USA), pp. 2755–2760, 2003.

6. G. A. S. Pereira, V. Kumar, and M. F. M. Campos, “A framework

for motion planning of cooperative mobile robots,” in Anais do VI

Simpósio Brasileiro de Automação Inteligente (SBAI’03), (Bauru, SP),

pp. 846–851, 2003.

7. G. A. S. Pereira, V. Kumar, and M. F. M. Campos, “Decentralized algo-

rithms for multi-robot manipulation via caging,” International Journal

of Robotics Research (IJRR), 2003 (to appear).

8.2 Future Work

Important and necessary theoretical investigations need to be considered

for future work. The methodology proposed in Chapter 4 guarantees that

each robot will satisfy the constraints when it has at most two neighboring

robots. The strong results of this methodology guarantees robot formations

that can be represented by Hamiltonian graphs. However, our methodology

cannot guarantee other simple formations such as those represented by simple

trees (other than a Hamiltonian path). In order to introduce this aspect

to our methodology, we are currently looking at recent solutions for leader-

following, where each robot may have up to two leaders and infinite followers.

Our first effort in this direction was shown in Chapter 7.

Another important direction for future work is neighborhood assignment.

A close form solution for this problem would be very important, not only

for the methodology presented in this work, but also for other methodologies
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such as those based on formation control using leader-following, where leader

assignment is required.

Also, it is necessary to explicitly model the robot’s non-holonomic behav-

ior. We believe that elegant and generic solutions are difficult to be obtained

if potential function based controllers are used. However, those solutions

may be satisfactorily achieved if online trajectory generators are applied. An

example is presented in [van Nieuwstadt and Murray, 1998].

Finally, it would be very important to develop a theory that classifies all

possible cooperative tasks and indicates which class is more suitable to be re-

duced to a motion planning problem. A coarse approximation to this classifi-

cation may already exist if tasks are divided in “loosely”and “tightly”coupled

tasks. If this partitioning of the task space is valid, then the problem remains,

which is to prove this partioning.

From the experimental point of view, future work includes implement-

ing the motion planning methodology in all-terrain mobile robots working

in an outdoor environments, guided by GPS (Global Positioning Systems)

and cameras for inter-robot localization. We also intend to experiment

the methodology with subaquatic or aerial robots, such as the Aurora au-

tonomous blimp [Elfes et al., 1998]. Cooperation between aerial and ground

robots is under way. We believe that in such situations, the simplicity and

robustness of our method will present a fundamental differential when com-

pared to other solutions that use more complex sensoring and computational

resources.
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Appendix A

Multi-Robot Platforms

This appendix describes the multi-robot platforms used to validate our

methodology. The appendix is divided in two main sections, one for each

multi-robot team used in the thesis.

A.1 GRASP Lab. Platform

Most of our experiments were developed at General Robotics, Automa-

tion, Sensing and Perception (GRASP) Laboratory of the University of Penn-

sylvania. Each GRASP robot is a car-like robot equipped with omnidirec-

tional cameras as their primary sensors (see Figure A.1). Also, a calibrated

overhead camera is used to localize the robots in the environment when this

is necessary. The communication among the robots relies on IEEE 802.11b

wireless networking.

Each mobile robot is constructed using commercial radio controlled trucks.

Each truck has a servo controller for steering and a proportional speed con-

troller for forward/backward motion. Since the robots do not have any kind

of proprioceptive sensor such as odometry, the control loop is closed by vision

or infrared sensors (available only in the newest version of the robot). Three

versions of the system are available so far:

Version 1 – In the first version all the computation is done in a remote
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Figure A.1: The GRASP Lab. robots (left) and a sample image from an
omnidirectional camera (right).

computer. Each robot is equipped with a wireless video transmitter and a

receiver for actuation. Images from the omnidirectional system are transmit-

ted to remote computers equipped with frame-grabbers. These computers

calculate the control signals, and transmit the commands back to the robots.

Version 2 – The second version of the robots carries a customized on-

board computer with IEEE 802.11b and frame-grabber cards. Image pro-

cessing and control are executed on the robot.

Version 3 – The newest robots are based on laptop computers with

IEEE 1394 (fire-wire) ports and IEEE 802.11b wireless networking. They

are equipped with IEEE 1394 cameras and 12 infrared sensors.

The three versions of the robots are able to work together in indoor

environments. However, processing and communication issues make the first

version difficult to work outdoors. In our experiments we have worked with

a team of five robots, where 2 robots are of the first version, 1 robot is of the

second version, and the other 2 are of version 3.

The robots’ control system is implemented using Microsoft Visual C++

under Microsoft Windows NT/2K/XP. Except for a few differences in the

sensor’s and actuator’s drivers, all versions of the robots use the same soft-
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ware. Just as an example of the robots capabilities, the slowest robot com-

puter (Pentium III, 850MHz, NT) is able to operate at a rate of 15 frames

per second when it is running a typical localization and control algorithm as

the ones presented in the other chapters of this text. The fastest computer

(Pentium IV, 2GHz, 2K) works at 30 frames per second running the same

algorithm.

A.1.1 Vision system

This section describes both the onboard and external vision systems used

by the robots as their only sensors.

Omnidirectional vision system

Each robot vision system is constituted by a parabolic mirror and a color

CCD camera forming a omnidirectional camera. These cameras are very

attractive sensors for robotics because they provide 360o field of view. One

of the primary advantages of such catadioptric systems is that they provide

a single effective point of projection. This means that every point in the

omnidirectional image can be associated with a unique ray through the focal

point of the camera. Figure A.2 shows a cartoon with a longitudinal cut of

the camera, which explains how a point in the world is transformed in a pixel

in the image. By this figure it is also easy to derive an equation that relates

a point in the image with a point in the space. Before we proceed with this

derivation we must make some assumptions:

1. The radius of the mirror and the projection of its center in the im-

age are available. This information can be obtained by calibration

[Geyer and Daniilidis, 2002].
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Figure A.2: Transformation from the image plane to ground plane using an
omnidirectional camera.

2. The equation for the curvature of the mirror is known. This information

is in general given by the manufacturer of the mirror. In our case this

function is given by:

z =
R2 − r2

2R
, (A.1)

where R is the radius of the mirror and r is the distance from the center

of the mirror to the projection of the target in the image plane.

3. The hight, h, between the focus of the mirror and the target is specified.

Given these assumptions we can write (refer to Figure A.2):

tan θ =
z

r
=
h

ρ
,

that yields:

ρ =
h r

z
. (A.2)
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Substituting (A.1) in (A.2) we have:

ρ =
2Rh r

R2 − r2
, (A.3)

which gives a range measurement from the center of the camera to every

point in the world that is below the focal point of the mirror.

Another information of interest is the bearing of a target. Since the

center of the mirror in the image, (u0, v0), is known, bearing information can

be directed computed as:

φ = arctan
v − v0

u− u0

, (A.4)

where (u, v) are the coordinates of the target projection in the image plane.

Notice that, in real time, the only information necessary to compute range

and bearing of targets are their projections in the image plane. In our case,

in order to facilitate the vision processing we instrument the targets with

color markers. Thus, in order to be easily identified by the other robots,

each robot was fitted with a colored collar that yields a 360o target.

Observe that the camera is symmetric to rotations and, at first, all targets

situated at any distance from the center of camera could be detected. How-

ever, a big limitation of the omnidirectional cameras is that their resolution

decrease very fast with the distance of the targets. At 2m, for instance, the

projection of an observed robot in the image plane is only one pixel in size,

what suggest that for distances grater than that, the robots are completely

blind. Since this is a characteristic of the hardware, we have introduced

this limitation as a constraint for our motion control algorithms as shown in

Chapter 5.

The quality of range measurements is also very compromised with the

distance from the center of the camera. Observe in Figure A.2 that the
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range equation can be written as:

ρ =
h

tan θ
. (A.5)

If we differentiate Equation (A.5) in θ we have:

∂ρ

∂θ
=

−h
sin2 θ

. (A.6)

By squaring both sides of Equation (A.6) and taking the expectation value

of the result we obtain an approximation of range covariance, σ2
ρ, in function

of the covariance of θ, σ2
θ as:

σ2
ρ ≈

h2

sin4 θ
σ2
θ . (A.7)

This indicates that σ2
ρ is proportional to σ2

θ , but this linear relationship is

dictated by θ, which changes with the distance. Notice that, even if we

have a small and constant variance for θ, what can be done by proper vision

algorithms and structured targets, the variance σ2
ρ will increase with the the

power of four of θ (assuming θ ≈ sin θ for small θ). Thus, the farther is the

target and consequently, the smaller is θ, the greater is σ2
ρ. In our experiments

we have assumed that ρ is proportional to θ and assumed that σ2
ρ increases

with power of four of ρ. Experimentally we have found that the smallest

variance is around 0.5 cm2, which increases to 16 cm2 at ρ = 2m. Regarding

to bearing measurement, φ, it can be seen by Equation (A.4) that its quality,

measured by the covariance σ2
φ, only depends on the vision processing. Then,

we have assumed that σ2
φ is constant and equals to 0.1 deg2 when the target

is inside the camera field of view. Actually, as verified experimentally, the

covariance of φ decreases with ρ, because the smaller is the target projection,
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the more accurate is the vision processing. Since this is a small variation,

this observation was not considered in our experiments.

Overhead video system

In order to globally localize the robots in the environment an overhead

camera is used. In our particular case the camera is located in one of the cor-

ners of the laboratory with a tilt angle of approximately 45o, chosen in order

to maximize its field of view. The transformation between pixel coordinates,

(u, v), in the image plane and actual positions, (x, y), in the environment, is

carried out using a homographic transformation. Thus,


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(A.8)

where the homography matrix H, is obtained via calibration. This matrix

includes the intrinsic camera parameters (focus length, lens distortion, etc.)

the extrinsic ones (position and orientation), and other constants such the

robots height. H is constructed by comparing at least four known points in

the environment with their projections on the image. The only assumption

is that all points in the environment are in the same plane, forcing the trans-

formation to be 2D to 2D. In order to comply with this requirement, a flat

floor in the laboratory was considered and the color markers in the robots

were all positioned at the same hight from the ground.

The quality of the pose estimation computed using the homography ma-

trix can be estimated by the covariance matrix of this transformation. The

analytical computation of this matrix would involve the computation of the

Jacobian of the intrinsic and extrinsic camera parameters matrix. Still, we
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Figure A.3: The VERLab holonomic robots.

should be able to estimate the covariance of the vision process responsible for

detecting the targets, which is not a simple operation. Thus, alternatively

we have performed experimental tests and determined that the covariances

for x and y are not greater than 2 cm2 in our 4 by 5m workspace.

A.2 VERLab Platform

Some of the experiments of this thesis were executed in the Vision and

Robotics Laboratory (VERLab) of the Federal University of Minas Gerais.

The VERLab platform consists of a team of holonomic or omnidirectional

robots. These remote controlled robots were inspired by the Palm Pilot’s

controlled ones presented in [Reshko et al., 2002]. A picture of the robots

can be seen in Figure A.3

Each holonomic robot has three omnidirectional wheels mounted in a cir-

cular, 10 cm radius, plexiglass platform as shown in Figure A.4. Omnidirec-

tional wheels have rollers that allow them to freely roll sideways but control

the motion in the direction the wheel is pointing. Because of this, the holo-

nomic robots can move in any direction. One standard servo, modified for
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Figure A.4: Holonomic robot schematic. The shadowed rectangles represent
the omnidirectional wheels.

rotation, drives each omnidirectional wheel. The three servos receive control

signals from a remote computer through a pair transmiter/receiver. Digi-

tal signals from the computer are converted in the pulse-width-modulation

(PWM) signals required by the transmitter using a microcontroller interface.

The robots have no local sensors and are localized in the environment us-

ing an overhead camera system similar to the one presented in Section A.1.1.

The difference here is that each robot has two color markers in order to allow

the estimation of its orientation. Regardless the omnidirectional nature of

the robots, orientation is important in order to compute the control signals

for the servos.

In order to understand how the control signals are computed, refer to Fi-

gure A.4. At first we are interested in making the robot follow the vector ui

computed with respect to a fixed reference frame {U}. The first step is then

to transform ui to the robot’s reference frame {R} through a simple rotation

and translation. The rotation matrix is determined by the orientation of the

robot, estimated by the overhead vision system. Once ui is transformed to
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the robot’s frame, the linear velocity of each wheel is computed by projecting

ui in the unit vector perpendicular to each wheel axel (F1, F2 and F3 in Fi-

gure A.4). Thus, the angular velocity of each wheel is computed as:

ωj = (ui · Fj)/r , 1 ≤ j ≤ 3 , (A.9)

where F1 = [−1, 0]T , F2 = [1/2,−
√
3/2]T , F3 = [1/2,

√
3/2]T , and r is the

wheel radius. We can also impose an angular velocity ω to the robot by

rewriting Equation (A.9) as:

ωj = (ui · Fj + dω)/r , 1 ≤ j ≤ 3 , (A.10)

where d is the wheel baseline as shown in Figure A.4. For the sake of simplic-

ity, in our experiments we assume that the control signals are proportional

to the wheel’s angular velocity. In our previous work [Pereira et al., 2000] we

had shown that this is not always the case because besides non-linearities,

dynamics and delays are present. However, since the holonomic robots have

small velocities when compared to the sensor’s sampling rate, the closed loop

is able to correct the small errors due to approximations. A deeper study

about this issue is left as a future work.

As for the GRASP robots, the holonomic robots’ control system is imple-

mented using Microsoft Visual C++ under Microsoft Windows. The differ-

ence here is that up to four robots are controlled using the same machine. In

a Pentium II, 300MHz running Windows XP, the system runs at 10 frames

per second when it is controlling four robots (extracting five colors). This is

apparently sufficient given the maximum robot velocity of 7 cm/s. With this

velocity and a typical homography matrix, the velocity of the robots in the

camera plane is not greater than 70 pixels/s.



Appendix B

Collaborative Localization and
Tracking

This appendix presents a localization and object tracking approach based

on statistical operators and simple graph searching algorithms. The approach

was implemented in the team of five car-like robots described in Appendix A

and used in the experiments presented in previous chapters of this proposal.

We start in Section B.1 with a brief introduction and some related work

followed by the mathematical and graph modelling used in this appendix

in Section B.2. Sections B.3 and B.4 present basic operators used in the

graph algorithm described in Section B.5. Experiments other than the ones

presented in the rest of the proposal are presented in Section B.6. Some

concluding remarks are in Section B.7

B.1 Introduction

Robotic systems are in general equipped with several sensors. In this

appendix we consider situations where sensors are placed on networked, co-

operative mobile robots. Thus, our objective is to estimate in real time the

position and orientation of a group of mobile robots using only information

from their vision system. Additionally, we are also interested in simultane-

ously tracking a rigid unknown object. Our approach is based on the fact
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that the combination of multiple simultaneous observations of the same ob-

ject can provide information that is more complete, more accurate, and more

robust when compared to a single observation.

The approach proposed here is closely related to those presented

in [Roumeliotis and Bekey, 2002] and [Stroupe et al., 2001] in the sense that

the robots have access to their teammates sensor data (or some related

information) and combine such information with the one coming from

its own sensors. In those papers, the robots use distributed sensing to

improve self localization [Roumeliotis and Bekey, 2002] or target localiza-

tion [Stroupe et al., 2001]. Both papers rely their methodologies on Kalman

Filters. Papers [Spletzer et al., 2001] and [Das et al., 2002a] present solu-

tions for the relative multi-robot localization problem by combining informa-

tion exchanged by the robots using least square optimization. In this work

we present a different approach for localization and object tracking based on

statistical operators and simple graph searching algorithms. Furthermore,

differently from the previous approaches, we formulate the problem in such

a way localization and object tracking can be solved by the same algorithm.

We also show how the advantages related to optimality of previous works can

be easily incorporated in our methodology. As an example, we show how to

incorporate an Extended Kalman Filter (EKF) [Balakrishnan, 1987] in order

to improve object tracking.

B.2 Mathematical Modeling

Consider a planar world, W = R2, occupied by a rigid polygonal object

with m edges and a group R = {R1, R2, . . . Rn} of n robots. The ith robot Ri

is represented by the configuration qi = (xi, yi, θi). The object is described

by its corner set O = {O1, O2, . . . Om} where each Oj is represented by the
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configuration oj = (xj, yj).

The physical locations of the robots coupled with the characteristics of

the hardware and the requirements of the sensing and control algorithms

dictate the sensing network for the group of robots. This network can be

represented by a graph. Thus, let G = (V , E ,Z,P) be a sensing graph

where V = R ∪ O is the set of vertices, E ⊂ V × V is the set of edges that

represent the presence of measurements between two vertices, Z is the set

of measurements, and P is a set of variances that represent the quality of

those measurements. Observe that our graph is a directed graph. Then, if

a vertex vj has an incoming edge from a vertex vi, it means vi has sensing

information about vj. This edge will be represented by eij = (vi, vj). Clearly

in this case vi has to be a robot (vi ∈ R) while vj can be either a robot

or an object corner (vj ∈ R ∪ O). Each element eij is associated with an

element zij ∈ Z. An element zij is a tuple (ρij, φij), composed by the range

and bearing measurements of the jth vertex in relation to the ith vertex in

i’s reference frame. Each element zij is associated with one element pij =

(σ2
ρ, σ

2
φ) ∈ P , where σ2

ρ and σ2
φ are the variances of ρij and φij respectively.

The representation of measurements by range and bearing came naturally

due to the omnidirectional vision systems used by our robots as sensors. In

these systems the coordinates can be directly measured and their quality

directly estimated (see Apendix A). Observe that we do not assume any

kind of proprioceptive information such as robot’s velocity and acceleration.

Figure B.1 shows an example of our graph modelling.

B.3 Measurements Transformation

In the previous section we have assumed that the variables measured

by each robot are target’s range and bearing. This representation is very
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Figure B.1: (a) – A group of robots localizing and tracking a rectangular
object; and (b) – a sensing graph for this snapshot.

convenient for estimation of robots’ orientations but needs to be converted

in order to estimate other variables such as robots’ positions. Observe in

Figure B.2(a) that ρij and φij can be converted to xij and yij, which are Rj’s

position in Ri’s reference frame as:

xij = f(ρij, φij) = ρij cos(φij)

yij = g(ρij, φij) = ρij sin(φij) . (B.1)

In order to transform the associate covariance matrix of ρij and φij and

obtain a covariance matrix for xij and yij, we will use the Jacobian of the

transformation as proposed in [Smith and Cheeseman, 1986]. This is an ap-

proximation that works very well when the variables can be represented by

unbiased normal distributions with small standard deviations. We also as-

sume that ρij and φij are independent (although it is not required for the

methodology) and consequently we can write the covariance matrix of the
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robots measurements as:

Pρφ =





σ2
ρ 0

0 σ2
φ



 . (B.2)

The Jacobian of the transformation, J, relates the deviation of original

and transformed variables as:





∆x

∆y



 = J





∆ρ

∆φ



 =





∂f

∂ρ

∂f

∂φ

∂g

∂ρ

∂g

∂φ









∆ρ

∆φ





=





cos(φ) −ρ sin(φ)
sin(φ) ρ cos(φ)









∆ρ

∆φ



 . (B.3)

If we multiply both sides of Equation (B.3) by the respective transposes

and take the expectation matrix of the result we have the transformed co-

variance matrix as:

Pxy = JPρφ J
T , (B.4)

which is a matrix of the form:

Pxy =





σ2
x ασxσy

ασxσy σ2
y



 , (B.5)

where σ2
x and σ2

y are covariances along x and y respectively and α is their

correlation coefficient.

Together with xij and yij, another variable of interest is the robots’ rel-

ative orientation, θij. Although it can not be estimated by a single robot

measurement, if two robots exchange their bearing measurements, the rela-
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Figure B.2: (a) – Local transformation of variables; (b) – Sequential trans-
formation.

tive orientation can be estimated as:

θij = φij − φji + π , (B.6)

and its variance as:

σ2
θij

= σ2
φij

+ σ2
φji

. (B.7)

We are also interested in transforming variables measured by one robot

to another robot’s reference frame. In Figure B.2(b), for example, it could

be interesting for Ri to have the relative position and orientation of Rk even

when they cannot sense each other. In this specific situation Ri can sense Rj

which can sense Rk. Therefore, we want to transform Rj’s measurements to

Ri’s reference frame.

Assuming positions (xjk, yjk) and (xij, yij), and orientations θjk and θij

respectively of Rk in relation to Rj and Rj in relation to Ri are available,

the expected values of xik, yik and θik are given by a well known frame

transformation:

xik = xij + xjk cos(θij)− yjk sin(θij)

yik = yij + xjk sin(θij) + yjk cos(θij) (B.8)

θik = θij + θjk .
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Repeating the procedure explained before we obtain the Jacobian matrix

of the transformation as:

J=











1 0 −xjk sin(θij)− yjk cos(θij) cos(θij) − sin(θij) 0

0 1 xjk cos(θij)− yjk sin(θij) sin(θij) cos(θij) 0

0 0 1 0 0 1











, (B.9)

and the covariance matrix of the measurements of Rj in Ri’s reference frame

as:

Pik = J





Pij αPijPjk

αPijPjk Pjk



 JT , (B.10)

where α is a matrix that correlates Pij and Pjk.

B.4 Measurements Combination

In the previous section we have shown how to transform the robots’ mea-

surements and how to estimate their covariance matrices. In this section we

will see how to combine such information in order to have pose estimation of

both robots and targets.

As proposed in [Smith and Cheeseman, 1986], by using the Kalman filter

equations for static-state estimation, if two estimates q̂1 = [x1 y1 θ1]
T and

q̂2 = [x2 y2 θ2]
T of the same variable q, are expressed in the same reference

frame, and have covariance matrices P1 and P2, then a better estimate q̂ of

q can be obtained as:

K = P1 (P1 +P2)
−1

q̂ = q̂1 +K (q̂2 − q̂1) (B.11)

P = P1 −KP1 ,
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where K is the Kalman gain and P is the resulting covariance matrix. It is

easy to verify that in the case of independent one dimension measurements

these equations reduce to:

β̂ =
σ2

2

σ2
1 + σ2

2

β̂1 +
σ2

1

σ2
1 + σ2

2

β̂2

σ2 =
σ2

2 σ
2
1

σ2
1 + σ2

2

, (B.12)

where β̂1 and β̂2 are the estimates and σ2
1 and σ2

2 are their auto-covariances.

These one dimensional equations are very useful and can be used, for exam-

ple, in order to merge two range values measured by two neighboring robots

before their transformation in x and y using Equation (B.1).

The previous equations are very direct and can combine any number of

estimates if they can be paired. It’s well know, however, that the Kalman

filter is an iterative way to solve a weighted least squares problem since its

equations are based on the minimization of the sum of the squares of the er-

rors (innovations). In this way, if more than two measurements are available,

any general weighted least squares method (including iterative and more ef-

ficient ones) can be used in order to produce the same results obtained when

several applications of Equation (B.11) are made. Thus, if all measurements

are grouped into a linear system as:

A q̂ = q , (B.13)

a closed formula for the weighted least squares method is given by:

q̂ = (ATWA)−1ATWq , (B.14)

where q = [q̂1 q̂2 . . . q̂k]
T , q̂i ∈ R3, is the vector of measurements to be
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combined and W = diag([P−1
1 P−1

2 . . .P−1
k ]), Pi ∈ R3 is the weight matrix.

The covariance matrix of the result is given by:

P = (ATWA)−1 . (B.15)

As an example, consider the combination of three one dimensional mea-

surements. The linear system can be posed as:











1

1

1











β̂ =











β̂1

β̂2

β̂3











, (B.16)

and the weighted least square problem can be solved as:

β̂ =











[

1 1 1
]











1
σ21

0 0

0 1
σ22

0

0 0 1
σ23





















1

1

1





















−1

[

1 1 1
]











1
σ21

0 0

0 1
σ22

0

0 0 1
σ23





















β̂1

β̂2

β̂3











,

which results in:

β̂ =
σ2

2σ
2
3β̂1 + σ2

1σ
2
3β̂2 + σ2

1σ
2
2β̂3

σ2
1σ

2
2 + σ2

2σ
2
3 + σ2

1σ
2
3

. (B.17)

One can easily verify that Equation (B.17) can also be obtained by com-

bining β̂1 and β̂2 using Equation (B.12) and combining the result with β̂3

using the same equation. Thus, observe that for linear systems, the recur-

sive application of Equation (B.11) and the least squares methodologies are

equivalent and provide the same results. However, Equation (B.14) cannot

be directly applied for non-linear systems because, without initial values for

the variables, it is not possible to compute a complete linear approximation

of the system using the Jacobian. In these cases a recursive combination
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using Equation (B.11) on the locally linearized systems is necessary.

In the discussion above we are assuming that data to be combined are

always measurements of the same variable estimated in the same reference

frame. When measurements are made in different frames, the transforma-

tion steps discussed in the previous section must be used. However, when

linear combinations of the variables of interest are available they can be used

directly in the least-squares method provided that A in Equation (B.13) is

adequately designed (it also can be used in the Kalman filter with a few

modifications). As an example, consider we are trying to compute better

estimates of θ, α and β and the available measurements are θ̂, β̂, ̂(α− β),

̂(θ − β) and ̂(α− θ). The corresponding linear system is:























1 0 0

0 0 1

0 1 −1

1 0 −1

−1 1 0

































θ

α

β











=























θ̂

β̂

̂(α− β)

̂(θ − β)

̂(α− θ)























(B.18)

that can be solved using Equation (B.14).

B.4.1 Dynamical Systems

So far we have considered the estimation of variables that could be cor-

related by their covariance matrices but at first are not correlated in time.

Thus, using the previous equations in order to combine the robots’ measure-

ments implies in estimating, in an optimal way, the pose of robots and object

in a single snapshot or instant of time. In order to consider the system dy-

namics and also the physical correlation between the variables, the dynamic

version of the Kalman filter can be used. In this case, other sensor infor-
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mation such as robots’ velocity and acceleration can be used to improve the

robots localization. We will use the non-linear version of the Kalman Filter

in order to improve object tracking. Since this is a very well known tool, it

is not discussed here in details. The theory behind the filter along with its

equations can be found in [Soreson, 1966].

B.5 Localization Approach

Our localization approach assumes that each robot has a unique identi-

fication (ID) both for communication and sensing. At first, we also assume

object corners have distinct sensing IDs, but this assumption can be relaxed

if simple heuristics based on pattern classification, such as the one presented

in [Pereira et al., 2002a], is used to solve the problem of associating robots

measurements. Our approach is centralized in the sense that each robot col-

lects sensing information from other robots and combines this information

using its own computational resources. Thus, given the previous background,

localization in a network of robots can be addressed by combining a series of

operations that involves transformations and combinations.

We have defined four basic operations in this appendix: (i) a transforma-

tion from the robots measurements zij = (ρij, φij) to the target coordinate

qij = (xij, yij) that we represent here by a superscript t (Equation (B.1)); (ii)

a combination/transformation from the robots measurements zij and zji to

robot pose qij = (xij, yij, θij), that will be denoted by “◦”(Equation (B.6) for

estimating θ, (B.12) for combining two ρ s, and (B.1) for coordinate trans-

formation); (iii) a transformation from the measurements of one robot to

another reference frame, that will be denoted by “∨”(Equation (B.8)); and

(iv) a combination of two measurements in the same reference frame that

will be denoted by “∧”(Equation (B.11)).
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Assuming that each robot has its own sensing data and the informa-

tion collected from the other robots organized in a graph similar to the one

presented in Figure B.1, the localization can be performed by using the previ-

ous operators in a graph searching algorithm similar to Breadth First Search

(BFS). The BFS algorithm visits, only once, all nodes of a tree by visiting

all the nodes at the same depth before going deeper. Here, since we are not

considering trees, the nodes can be visited more than once. Thus, if there is

more than one path between the root of the graph and a specific node, all

these paths will be used. Thus, the first time a vertex is visited its position

is estimated. From then on, each time a node is reached its previously es-

timated pose is combined with the pose recently estimated using this new

path.

Because we allow a node to be visited more than once, theoretically, the

algorithm could enter in loops. Loops cause situations of interdependence

where, for example, the pose of vi can be computed using information from

vj and the pose of vj can be computed using information from vi. In order to

avoid this problem, the original graph is transformed into a directed graph

where loops are removed. The new graph is similar to a tree (however, it is

not a tree) with the root being the robot chosen as the origin. Loops are

avoided by removing edges between robots with the same depth. Because

objects do not have measurements they never create loops and their edges are

never deleted. The same occurs with unidirectional edges between two robots.

A bidirectional edge between two robots of different depths may also create

loops. However, situations like this are prevented because the algorithm

treats the graph as a tree and never moves towards the root. Exceptions are

made with unidirectional edges that are always followed independently of the

direction it points to.
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Figure B.3: Four steps of the localization algorithm. All robots and objects
are localized in relation to R4. Sensor information between R1 and R2 (dotted
edge) is eliminated in order to avoid a loop. In step (a) R3, R5, O9 and O10 are
localized. In step (b) R1, R2 and O7 are localized and O10 position is updated
with information from R5. The algorithm proceeds until all information is
used or a determined graph depth is achieved.

Figure B.3 shows an example of the derived graph and four steps of the

algorithm for the situation presented in Figure B.1 when R4 is the origin. The

vertices are shaded gray when their poses are estimated or upgraded. Notice

how the edges between R1 and R2 (dotted line) were eliminated in order to

avoid a loop. Observe also that edge e41 = (R4, R1) was used only in the

second level of the graph since the absence of e14 prevents the computation

of θ41. After this variable is estimated by another path, e41 is used in order

to improve x41 and y41 estimates.
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If we use the previous algorithm to localize O9, for example, the sensor

combination is expressed using the previously defined operators as:

q̂49 = zt49 ∧
{(

[(z43 ◦ z34) ∨ (z31 ◦ z13)] ∧ zt41
)

∨ zt19
}

. (B.19)

This is actually the combination of R4 and R1 measurements, but because

R4 cannot localize R1 directly, a path passing by R3 needed to be used.

One of the issues with the previous algorithm is that some of the edges

(such as e12 and e21 in the previous example) are not used in the robots’ and

object’s pose estimation. In order to avoid wasting useful information one

could divide the algorithm into two parts assuming the robot’s orientations

and positions can be computed separately. This idea was previously used

in [Das et al., 2002a]. The two parts are: (i) – estimation of the robot’s

orientations using the same algorithm; and (ii) – estimating the robots and

targets positions using a weighted least squares method that assumes that

the positions of two robots (Ri and Rj) in a third robot (Rk) coordinate

frame are linearly related by:

xki − xkj = ρij cos(θki + φij) (B.20)

yki − ykj = ρij sin(θki + φij) . (B.21)

where θki and φij are assumed to be known. The necessity of knowing θki

explains the division into two parts. Besides computing the orientations,

the first part of the algorithm is responsible for computing the number of

robots connected to the network and consequently defining the variables to

be computed. Some edges are still wasted in this part of the algorithm, what

is reasonable under the observation that bearing measurements tend to be

much better than the range ones.
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Another improvement can be achieved by using a dynamic Kalman Filter

in order to estimate the object’s position. Because the object is rigid, if a

model that relates its corners is used, tracking can be performed even when

some corners are not seen by the robots. A simple discrete model where the

dimensions of the object are not necessarily known is:

xj+1(k + 1) = xj(k) + vxj T + dj(k) cos(θj(k))

yj+1(k + 1) = yj(k) + vyj T + dj(k) sin(θj(k))

dj(k + 1) = dj(k)

θj(k + 1) = θj(k) + ω(k) (B.22)

vxj(k + 1) = vxj(k)

vyj(k + 1) = vyj(k)

ω(k + 1) = ω(k) ,

where vxj and vyj are the velocity components of Oj, dj and θj are the size

and orientation of the edge between Oj and Oj+1, T is the sampling time,

and ω is the object angular velocity. This model considers that the object’s

velocity components are constant. Since this is not always true, during fil-

ter design, low values must be assigned to the variables that represent the

confidence level of the three last lines of model. Because we are using a

nonlinear model, an Extend Kalman Filter (EKF) is necessary. The mea-

surements used in this filter will be x and y of each object corner relative

to the origin robot. Thus, once the robots’s pose are estimated, the trans-

formation in Equations (B.8) and (B.10) are used in order to compute the

vector of measurements and its covariance matrix. Note that the Kalman

Filter introduces another step in the algorithm. Thus, the vertices of the

graph relative to object corners can be removed in the localization step since

sensor combination is now performed by the filter.
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B.5.1 Centralized × Distributed

While the previous centralized approach works very well for a relative

small group of robots, network issues such as traffic, delays and the lack of

computational power in one single robot can pose significant problems when

we are considering groups with tens or hundreds of robots. In these cases

the use of distributed algorithms become mandatory. Then, we want a way

to use the same algorithm and reduce both, the computation and bandwidth

needed by decentralizing part of the processing.

We start noticing that, in general, mobile robots only need local infor-

mation in order to perform a task. Thus, if each robot collects information

from its immediate neighbors and combine these data locally, it has the in-

formation it needs most of the time. In the case where a robot can listen

to every robot in the group (i.e., all robots are within its communication

range) it could receive all the data but, for example, localize only the robots

located within a certain distance (measured by the depth in the graph) from

it. In the same communication configuration, the robot could also be more

selective and choose to localize only the robots that can see a given object

or location.

Another way to decentralize processing, which may be useful when ad-hoc

networks are used and the robots cannot talk directly to each other, is localize

only the neighboring robots (robots in the communication range). In this sit-

uation the robots do not need to work as routers for communication messages

and much bandwidth is preserved. If global information is necessary, a robot

may ask one or more of its neighbors for the localization information (not

the raw data) they have and compute the other robots’ (or a specific robot)

position by using transformations in Equations (B.8) and (B.10). When

real-time is not a constraint, this procedure can be used recursively until full
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information for the whole team is available.

B.5.2 Global Localization

Thus far, only relative localization is considered once each robot computes

the position of the others in its own reference frame. When measurements

relative to a fixed frame in the world are available for the root robot, simple

transformations such as those shown in Equations (B.8) and (B.10) are used

in order to transform the relative estimates into world coordinates. This

information can be also used in the least-squares methods with minor mod-

ifications in the matrices. Notice that if complete measurements about the

root robot are available (x, y and θ), this information is sufficient to localize

all connected robots in the world coordinates. When partial information is

available (x and y for example) global information for at least two robots is

necessary.

B.6 Experimental Results

This section presents experimental results with our team of five mobile

robots. The only sensor the robots carry is an omnidirectional camera hav-

ing as field of view a circle of approximately 1.5m of radius as shown in

Apendix A. Color markers are used in order to facilitate the identification

of robots and object’s corners. Videos of the experiments can be found in

[Pereira, 2003].

Figure B.4 shows a snapshot of an experiment in which one robot (R1)

moves towards a target that is localized by another robot (R2). In order to do

so, this robot needs to localize the target through information broadcasted by

the other robots. Ground-truth data, obtained using a calibrated overhead
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Figure B.4: R1 moves towards O1 based on information collected by R2 and
shared through the network.

camera (see Apendix A), for the same experiment is shown in Figure B.5.

The dashed circles, which represent the cameras’ field of view, show that R1

can basically see one or two robots simultaneously. In this figure we also

show the estimation of R1’s motion in R0’s reference frame (which coincides

with the global reference frame) and R1’s actual trajectory as seen by the

overhead camera.

Figure B.6 shows real data from an experiment where two perfectly lo-

calized robots are cooperating by tracking a square box using an EKF. In

the beginning (Figure B.6), when some corners are far from the robots, the

covariance of some of the corners are very large and the box format is wrong.

Once the box is spined the ellipses of covariance reduced and the box format

is improved (Figure B.6(b)).

Figure B.7 shows two snapshots of three robots tracking a triangular box

using an EKF. R0’s reference frame is shown. Robots R1 and R2 are able

to see the box corners while R0 is only used in order to localize the other

two. Even though R0 cannot see the box corners, it is able to track the box
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Figure B.5: Ground truth for the experiment shown in Figure B.4. The dots
represent R1’s position estimated by R0 and the continuous line the actual
trajectory. The inner dashed circles represent the robot size and the outward
ones represent the cameras field of view.

using information from its teammates. The snapshot of the right shows that

when one robot goes blind the corners covariance increases but the box is

still tracked.

Our last result shows how the robots are able to be globally localized

if data from an external calibrated camera is used. Figure B.8 shows two

images from the external camera used in order to localize the robots in the

environment. Localization results in these two configurations plus an in-

termediary configuration (Configuration 2) in which R4 can be seen by the

camera, are shown in Table B.1. Observe that due to the information from

other robots, robots that are not seen by the external camera can still be

localized.
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Figure B.6: (a) Initial and (b) final instants of a box tracking experiment.
The dotted ellipses are the 3σ region of confidence.

Figure B.7: Two snapshots of the experiment where three robots are tracking
a triangular box. The ellipses are the 3σ region of confidence.

B.7 Concluding Remarks

We have presented a simple and efficient algorithm for localization and

tracking in networks of robots based on basic statistical operators and graph

algorithms. The algorithm uses well known statistical concepts in order to

combine multi-robot information. A clear drawback of the algorithm is that

it does not use information about the robots dynamics in order to improve

on the robots localization. Actually, dynamics could be easily incorporated

in the computation with a few modifications. The main reason why it was

not done in this work is the lack of proprioceptive sensors, such as encoders,

gyroscopes or accelerometers, which are important in order to integrate the

dynamical models of the robots. If those sensors were available it would
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Table B.1: Localization Results in three different configurations.
Ground-Truth Configuration 1 Configuration 2 Configuration 3

Ri x (m) y (m) θ (◦) x (m) y (m) θ (◦) x (m) y (m) θ (◦) x (m) y (m) θ (◦)
0 0.26 0.32 68.0 0.25 0.32 70.8 0.25 0.32 71.5 0.25 0.31 71.1
1 0.99 2.04 -41.0 0.95 2.01 -44.8 1.07 1.87 -46.1 1.03 1.88 -46.6
2 1.97 1.29 125.0 1.87 1.31 122.2 1.88 1.31 122.11 1.88 1.31 122.2
3 0.17 1.48 40.0 0.12 1.48 38.9 0.12 1.48 40.7 0.12 1.48 40.7
4 1.64 0.20 -125.0 1.64 0.27 -135.7 1.63 0.24 -128.1 1.56 0.42 -94.5

Figure B.8: Configurations 1 (left) and 3 (right) which localization results
are shown in Table B.1.

make more sense to use a dynamical Kalman filter together with the current

algorithm in order to improve the robots estimates.


